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Abstract—In this paper, we propose a joint spatial division and multiplexing (JSDM) beamforming based on a neighbor scheme for frequency division duplex (FDD) massive multi-input multi-output (MIMO) systems. The neighbor-based JSDM (N-JSDM) can fully utilize signal space, leading to higher spectral efficiency over the conventional JSDMs. The reason is that for the neighbor scheme, neighbors and non-neighbors are classified adaptively by the angles of departure (AoD), and the prebeamformer is designed to mitigate the non-neighbors’ interference by the statistical channel state information. The effective channel matrix after the prebeamformer then becomes a band matrix, from which the downlink training length (DTL) and the channel feedback length are much smaller than the number of antennas. Moreover, an optimal prebeamformer which is proved to be able to achieve the same system capacity as the full CSI system is proposed, followed by a suboptimal prebeamformer with constrained DTL, and a DFT-based prebeamformer. On the other hand, the neighbors’ interference is mitigated using the handed channel state information. Simulation results validate the good performance of the proposed N-JSDM.
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the CCMs can be obtained from the uplink estimation, a 3D beamforming utilizing only CCMs is proposed to remove the DTL and channel feedback, although there exists performance loss compared to the instantaneous CSIT case [24]. Furthermore, aided by the CCMs, a two-stage beamforming scheme, namely joint spatial division and multiplexing (JSDM) [14], is proposed. The JSDM divides users into several groups and transmits signals to each group separately, and thus the low dimensional effective CSI in each group is considered, which can significantly reduce the DTL and channel feedback. It is shown that the JSDM incurs no loss of optimality with respect to the instantaneous CSIT case under a “tall unitary” condition [14], where the “tall unitary” condition means that the covariance eigenspaces of different groups are orthogonal to each other. This interesting result has aroused a lot of interests, and has prompted a series of studies, such as the beamformer designs [25]–[27] and the user grouping schemes [15], [28].

There are two stages in the JSDM beamforming. In the first stage, a prebeamformer is designed to mitigate the inter-group interference using statistical CSI (i.e., CCMs). In the second stage, a precoding scheme is used to manage the intra-group interference using the instantaneous CSI of each group. Many works have been attempted to enhance the JSDM. In [25], Kim et al. designed the prebeamformer by maximizing the signal-to-leakage-and-noise ratio (SLNR), leading to a higher spectral efficiency. The JSDM beamforming designing a prebeamformer and a multi-user precoder sequentially by minimum mean squared error (MMSE) criterion is proposed to further improve the spectral efficiency [26]. Moreover, to alleviate the high hardware cost caused by a large number of radio frequency (RF) chains, Liu et al. used the phase shifters in the prebeamformer [27]. Chen et al. studied a multi-cell case where the inter-cell interference is canceled by the prebeamformer and the intra-cell multiplexing is achieved in the second stage [29]. Considering that most works focus on one-ring channel, the extension of JSDM to the multi-cluster scenario in millimeter wave is proposed [30]. These works assume that users are distributed in a way that users in the same group have the same CCMs.

In real-world scenarios, users are randomly distributed. As a result, to implement the JSDM beamforming, some grouping ways have been proposed to make the users in the same group have similar CCMs while the users in different groups have approximately orthogonal CCMs. For example, two kinds of grouping schemes are proposed in [15]. One is the K-means clustering algorithm, and the other is a heuristic grouping algorithm which performs relatively worse than K-means way. K-means method uses the chordal distance between the covariance eigenSpaces to reflect the distance between groups, and then generates the groups by comparing the possible grouping realizations. A recent work [28] adopts a hierarchical clustering algorithm which considers both target number of clusters and chordal distance threshold to achieve a better grouping performance. It should be noted that, due to the randomly distributed users, there always exist overlapped signal space between different groups, while the overlapped signal space cannot be used to transmit signals. It follows that the “tall unitary” condition is not satisfied, and there exists performance loss compared to the instantaneous CSIT case.

In this paper, we consider a single-cell FDD massive MIMO system, where the users are randomly distributed, and propose a neighbor-based JSDM (N-JSDM) to improve the spectral efficiency. The N-JSDM avoids the user grouping problem by adopting the neighbor scheme to fully utilize the signal space. Hence, it has a higher spectral efficiency than the conventional JSDMs. The proposed N-JSDM is a two-stage scheme. In the first stage (the prebeamforming stage), the neighbors and non-neighbors of each user is defined based on the users’ angles of departure (AoD), such that the CCM of a user is approximately orthogonal to that of its non-neighbors. Then, a prebeamformer using the statistical CSI is designed to cancel the interference from non-neighbors. Moreover, the effective channel matrix after the prebeamformer becomes banded. It follows that the CSIT feedback length and the DTL can be significantly reduced, when compared to the number of antennas. On the other hand, the remaining interference is mitigated in the second stage. Simulations validate that the N-JSDM outperforms the conventional JSDMs in terms of the spectral efficiency. The contributions of this paper are summarized as follows.

- A new JSDM based on the neighbor scheme is proposed. Under the neighbor scheme, all signal space can be utilized such that the spectral efficiency can be improved compared with the conventional JSDMs. Moreover, the effective channel matrix in N-JSDM is a band matrix. Thus, similar to the conventional JSDMs, the CSIT feedback length is much smaller than the number of antennas. The pilot matrix is designed to have the circular structure, yielding that the DTL is also much smaller than the number of antennas.

- Three prebeamformer designs are proposed in the N-JSDM. The first one is an optimal prebeamformer which can achieve the same system capacity as the system with full CSI. In the second prebeamformer design, the DTL is constrained such that the N-JSDM has a smaller DTL. Finally, when the number of antennas becomes infinity, a low-complexity prebeamformer design based on the discrete Fourier transform (DFT) matrix is proposed.

The remainder of this paper is organized as follows. Section II describes the system model along with the JSDM beamforming. In Section III, we formulate the detail of the N-JSDM. The optimal and suboptimal prebeamformer designs are presented in Section IV, followed by the DFT-based prebeamformer design when the number of antennas approaches infinity. Simulation results are presented in Section V, and we conclude this paper in Section VI.

Notations: Bold uppercase letters denote matrices, and bold lowercase letters denote column vectors. $a_i$ and $a^i$ denote the $i$-th column and the $i$-th row of the matrix $A$ respectively. The superscripts $H$ and $\dagger$ indicate the matrix conjugate-transpose and pseudo inverse operations, respectively. $\text{span}(A)$ denotes the space spaned by $A$. The complex number set is represented by $\mathbb{C}$, and $\iota = \sqrt{-1}$. $K = \{1, 2, \cdots, K\}$.
II. PRELIMINARY

A. System Model

We consider a single-cell FDD massive MIMO system with one base station (BS) serving \( K \) single-antenna users. The BS is equipped with a unitary linear antenna (ULA) array of \( M \) elements. In the downlink, the BS applies an \( M \times K ( M \geq K ) \) precoder \( \mathbf{V} \) to transmit symbols. Let \( \mathbf{h}_k \in \mathbb{C}^{M \times 1} \) denote the downlink channel vector from the BS to user \( k \), and \( y = [y_1, y_2, \ldots, y_K]^\top \in \mathbb{C}^{K \times 1} \) is the received signal with \( y_k \) being user \( k \)’s signal, then

\[
y = \mathbf{H}^\top \mathbf{Vs} + \mathbf{n}
\]

where \( \mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_K], \mathbf{s} = [s_1, s_2, \ldots, s_K]^\top \in \mathbb{C}^{K \times 1} \) is the transmitted signal with \( E(\mathbf{s}s^\top) = \mathbf{I} \), and \( \mathbf{n} = [n_1, n_2, \ldots, n_K]^\top \in \mathbb{C}^{K \times 1} \) is the Gaussian noise with \( \mathbf{n} \sim \mathcal{CN}(0, \mathbf{I}) \).

In this paper, we consider a one-ring channel [31], [32], where user \( k \) has an azimuth center angle \( \theta_k \) and an angular spread (AS) \( \Delta \), and \( \theta_k \) is randomly distributed. Here, users are defined such that \( \theta_1 \leq \theta_2 \leq \cdots \leq \theta_K \). The \((m,n)\)th element of user \( k \)’s CCM \( \mathbf{R}_k \) is [31], [32]

\[
[R_k]_{m,n} = \frac{1}{2\Delta} \int_{\theta_k-\Delta}^{\theta_k+\Delta} e^{-2\pi \lambda_0 (m-n) \sin \theta} \, d\theta
\]

where \( \lambda_0 \) is the wave length, \( D \) is the spacing between two antenna elements, and \( D \) is set to \( \frac{\lambda_0}{2} \). Using the Karhunen-Loeve representation, user \( k \)’s channel vector is represented as \( \mathbf{h}_k = \mathbf{R}_k^{1/2} \mathbf{z}_k \) where \( \mathbf{z}_k \sim \mathcal{CN}(0, \mathbf{I}) \) is the small-scale fading.

B. JSDM Beamforming

In the conventional JSDMs, by taking the similarity of their CCMs into account, users are partitioned into \( G \) groups with the \( g \)-th (\( g = 1, 2, \ldots, G \)) group containing \( K_g \) users, and \( \sum_{g=1}^G K_g = K \). There are two stages in the conventional JSDMs, one involving a prebeamforming \( \mathbf{B} \) and the other involving a beamforming \( \mathbf{W} \). The precoding matrix is written as \( \mathbf{V} = \mathbf{BW} \). In the first stage, each group’s prebeamforming matrix is designed to reduce the inter-group interference according to the CCMs since the CCMs are easy to obtain. Let \( \mathbf{C}_g (g = 1, 2, \ldots, G) \) denote the CCM of the \( g \)-th group. The prebeamforming matrix \( \mathbf{B}_g \) of the \( g \)-th group is designed satisfying \( \text{span} (\mathbf{B}_g) \in \text{span} (\mathbf{U}_j) \) for all \( j \neq g \), where \( \text{span} (\cdot) \) denotes the orthogonal space of \( \text{span} (\cdot) \). \( \mathbf{U}_j \) denotes the eigenvectors of \( \mathbf{C}_j \) corresponding to the \( j \)-th dominant eigenvalues, and \( r_j \) is determined by system parameters [15], [28]. As a result, \( \mathbf{B}_g^\top \mathbf{C}_j^{1/2} \approx 0 (j \neq g) \), yielding that \( \mathbf{B}_g^\top \mathbf{B}_g \approx 0 (j \neq g) \), where \( \mathbf{H}_j \) denotes the channel matrix of the users in the \( j \)-th group. After the prebeamformer,

\[
\mathbf{H}^\top \mathbf{B} = \begin{pmatrix}
\mathbf{H}_1^\top \mathbf{B}_1 & \mathbf{H}_2^\top \mathbf{B}_2 & \cdots & \mathbf{H}_G^\top \mathbf{B}_G \\
\mathbf{H}_1^\top \mathbf{B}_1 & \mathbf{H}_2^\top \mathbf{B}_2 & \cdots & \mathbf{H}_G^\top \mathbf{B}_G \\
\cdots & \cdots & \cdots & \cdots \\
\mathbf{H}_1^\top \mathbf{B}_1 & \mathbf{H}_2^\top \mathbf{B}_2 & \cdots & \mathbf{H}_G^\top \mathbf{B}_G
\end{pmatrix}
\]

where \( \mathbf{B} = [\mathbf{B}_1, \mathbf{B}_2, \cdots, \mathbf{B}_G] \). Since \( \mathbf{H}_j^\top \mathbf{B}_g \approx 0 (j \neq g) \), the effective channel matrix \( \mathbf{H}_j^\top \mathbf{B} \) becomes a block diagonal matrix. Hence, to obtain the instantaneous CSI \( \mathbf{H}^\top \mathbf{B} \), a more practical approach would be to estimate and feedback only \( G \) diagonal matrices, i.e., \( \mathbf{H}_j^\top \mathbf{B}_j, g = 1, 2, \ldots, G \), which will reduce the overhead of both the downlink training and the uplink CSI feedback. In the second stage, \( \mathbf{W} \) is designed as \( \mathbf{W} = \text{diag} (\mathbf{W}_1, \mathbf{W}_2, \cdots, \mathbf{W}_G) \) so as to mitigate the intra-group interference. The received signal of the \( g \)-th group’s users is represented as

\[
y_g = \mathbf{H}_g^\top \mathbf{B}_g \mathbf{W}_g \mathbf{s}_g + \sum_{g' \neq g} \mathbf{H}_{g'}^\top \mathbf{B}_{g'} \mathbf{W}_{g'} \mathbf{s}_{g'} + \mathbf{n}_g
\]

where \( \mathbf{n}_g \sim \mathcal{CN}(0, \sigma^2 \mathbf{I}) \). By assuming the perfect effective CSI \( \mathbf{H}_g^\top \mathbf{B}_g (g = 1, 2, \ldots, G) \), we can use the zero-forcing (ZF) precoding [33], [34] to calculate \( \mathbf{W}_g \) based on \( \mathbf{H}_g^\top \mathbf{B}_g \).

The conventional JSDMs partition users into \( G \) groups, and when the users are distributed randomly, there always exist common space between the signal spaces of adjacent groups, where the signal space of the \( g \)-th group is denoted by \( \text{span} (\mathbf{H}_g) \). To mitigate the inter-group interference, \( \text{span} (\mathbf{B}_g) \) is orthogonal to all the signal space \( \text{span} (\mathbf{H}_j) \), \( j \neq g \). It follows that \( \text{span} (\mathbf{B}_g) \) is orthogonal to all the overlapped signal space, and hence \( \bigcup_{g=1,2,\ldots,G} \text{span} (\mathbf{B}_g) \) (i.e., \( \text{span} (\mathbf{B}) \)) is orthogonal to all the overlapped signal space. As a result, \( \text{span} (\mathbf{H}) \not\subseteq \text{span} (\mathbf{B}) \), yielding that the dimension of the utilized signal space \( \text{span} (\mathbf{B}^\top \mathbf{H}) \) is smaller than that of the full signal space \( \text{span} (\mathbf{H}) \). Consequently, there exists spectral efficiency loss between the JSDM and the instantaneous case in (1).

III. FORMULATION OF N-JSDM

In this section, the N-JSDM using the neighbor scheme instead of the grouping scheme is proposed. We first give the definitions of “neighbor” and “non-neighbor”. For user \( k \), the non-neighbors are defined as the users whose azimuth center angles are far away from that of user \( k \), from which the index set of user \( k \)’s non-neighbors is defined as

\[
\Omega_k = \{ j | | \theta_k - \theta_j | > \tau \}
\]

where \( \tau \) is called neighbor angular spread (NAS). Then the index set of user \( k \) and its neighbors is \( \Omega_k = \{ j | | \theta_k - \theta_j | \leq \tau \} \). Since \( \theta_1 \leq \theta_2 \leq \cdots \leq \theta_K \), the elements in \( \Omega_k \) are the consecutive numbers, and the index set \( \Omega_k \) can be written as \( \Omega_k = \{ k_1, k_2, \ldots, k_{\Omega_k} \} \). It is straightforward that the larger \( \tau \) is, the more neighbors user \( k \) has.

Our N-JSDM is a two-stage scheme. In the first stage (the prebeamforming stage), we design the prebeamformer based on the CCMs to reduce the non-neighbors’ interference, and the effective channel matrix becomes banded. The neighbors’ interference is canceled in the second stage. The proposed N-JSDM is based on the fact that, for each user, there exist many non-neighbors whose channel paths’ AoDs are far away from this user’s channel paths’ AoDs. When the number of antennas becomes large, the CCMs of a user is approximately orthogonal to the CCMs of its’ nonneighbors [35], and consequently it is easy to cancel the interference from...
non-neighbors, which is implemented in the prebeamforming stage.

In the first stage of the proposed N-JSDM, we design each user’s prebeamforming matrix \( \mathbf{B}_k \) \((k = 1, 2, \ldots, K)\) to mitigate the interference from non-neighbors, which is different from the conventional JSDMs where the prebeamforming matrix is designed for each group. It is worth noting that the number of columns of each \( \mathbf{B}_k \) is small and not fixed, which depends on the designing ways. Given the neighbors and non-neighbors, we use the CCMs \( \mathbf{R}_k \) \((k = 1, 2, \ldots, K)\) to design \( \mathbf{B}_k \) to satisfy, for each \( k \),

\[
\mathbf{h}_k^H \mathbf{B}_i = 0, \quad i \in \Omega_k
\]  

(6)

the detail of which is shown in the next section. The effective channel matrix after the prebeamforming stage is given as

\[
\mathbf{H}^H \mathbf{B} = \begin{pmatrix}
\mathbf{h}_1^H \mathbf{B}_1 & \mathbf{h}_1^H \mathbf{B}_2 & \cdots & \mathbf{h}_1^H \mathbf{B}_K \\
\mathbf{h}_2^H \mathbf{B}_1 & \mathbf{h}_2^H \mathbf{B}_2 & \cdots & \mathbf{h}_2^H \mathbf{B}_K \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{h}_K^H \mathbf{B}_1 & \mathbf{h}_K^H \mathbf{B}_2 & \cdots & \mathbf{h}_K^H \mathbf{B}_K
\end{pmatrix}
\]  

(7)

where the whole prebeamforming matrix is represented by \( \mathbf{B} = [\mathbf{B}_1, \mathbf{B}_2, \cdots, \mathbf{B}_K] \). From (6), the \( k \)-th row of \( \mathbf{H}^H \mathbf{B} \) can be written as

\[
\mathbf{h}_k^H \mathbf{B} = \begin{pmatrix} \mathbf{h}_k^H \mathbf{B}_1 & \mathbf{h}_k^H \mathbf{B}_2 & \cdots & \mathbf{h}_k^H \mathbf{B}_K \end{pmatrix}
\]

(8)

where \( \mathbf{B}_{ik} = [\mathbf{B}_{i1}, \cdots, \mathbf{B}_{ik}] \) is the aggregate prebeamforming matrix for user \( i \) and its neighbors. It is easy to observe that, to obtain the instantaneous effective CSI \( \mathbf{H}^H \mathbf{B} \), we only need to consider the non-zero entries. For user \( j \) and user \( k \), if \( k < j \), we have \( \theta k \leq \theta j \), leading to \( k_{i} \leq j_{i} \) and \( k_{u} \leq j_{u} \). As a consequence, \( \mathbf{H}^H \mathbf{B} \) is a band matrix.

Remark: Subject to the constraint that the interference from non-neighbors is canceled in the prebeamforming stage, i.e., the constraint in (6), the signal space \( \text{span} (\mathbf{B}^H \mathbf{H}) \) in our N-JSDM can be designed to be equivalent to the full signal space \( \text{span} (\mathbf{H}) \), which is proved in the next section. Thus our N-JSDM can provide higher spectral efficiency than the conventional JSDMs. Moreover, the effective channel matrix \( \mathbf{H}^H \mathbf{B} \) is a band matrix, and consequently, user \( k \) only need to feedback \( \mathbf{h}_k^H \mathbf{B}_{\Omega_k} \) to the BS, resulting in a feedback length of \( \delta_k \), where \( \delta_k \) denotes the number of elements of \( \mathbf{h}_k^H \mathbf{B}_{\Omega_k} \), i.e., the number of columns of \( \mathbf{B}_{\Omega_k} \). By setting proper \( \mathbf{B} \), the channel feedback can be reduced.

Next, we show that the banded structure of the effective channel matrix is also beneficial in simplifying the downlink training. Letting \( \mathbf{X} \) be the pilot matrix, the received signal is given as

\[
\mathbf{Y}^H = \mathbf{H}^H \mathbf{B} \mathbf{X} + \mathbf{N}
\]  

(9)

where \( \mathbf{Y} = [y_1, y_2, \cdots, y_K] \) with \( y_k \) being the received signal of user \( k \). \( \mathbf{N} \) is the noise matrix with the i.i.d. zero mean and \( \delta^2 \) variance entries. Consequently, the received signal of user \( k \) is given by

\[
y_k^H = \mathbf{h}_k^H \mathbf{B} \mathbf{X} + \mathbf{n}_k
\]  

(10)

where \( \mathbf{n}_k \) is the \( k \)-th row of \( \mathbf{N} \).

Define \( \mathbf{\tilde{h}}_k = \mathbf{h}_k^H \mathbf{B}_{\Omega_k} \). According to (8), to acquire user \( k \)’s effective channel \( \mathbf{h}_k^H \mathbf{B} \), only \( \mathbf{\tilde{h}}_k \) needs to be estimated. Letting \( \mathbf{\tilde{X}}^k \) denote the matrix composed by the rows of \( \mathbf{X} \) corresponding to \( \mathbf{\tilde{h}}_k \), and by removing the zero terms in (10), we have

\[
y_k^H = \mathbf{\tilde{h}}_k^H \mathbf{\tilde{X}}^k + \mathbf{n}_k
\]  

(11)

During the estimation of \( \mathbf{\tilde{h}}_k \), orthogonal pilot matrix is preferable due to good performance and easy implementation, i.e., the rows in \( \mathbf{\tilde{X}}^k \) should be orthogonal to each other. Note that \( d_k \) is the number of non-zero values in the \( k \)-th row in \( \mathbf{H}^H \mathbf{B} \). Let the pilot matrix \( \mathbf{X} \in \mathbb{C}^{r \times K} \) having the following circular formulation

\[
\mathbf{X} = [x_1, x_2, \cdots, x_N, x_1, x_2, \cdots, x_N, \cdots]^H
\]  

(12)

where \( r \) is the same as the number of columns of \( \mathbf{B} \), \( N \) is a constant with \( N \geq \max_k d_k \), \( L (L \geq N) \) is the DTL, and \( x_i \in \mathbb{C}^{L \times 1} \) are orthogonal to each other. Then it is easy to verify that all \( \mathbf{\tilde{X}}^k \) are unitary matrices, and the minimum DTL is \( L = \max_k d_k \). In this work, we do not focus on the channel estimation techniques [36], and similar to the conventional JSDMs [15], [25]–[28], the perfect effective CSI \( \mathbf{\tilde{h}}_k \) for each \( k \) is assumed available at the BS.

Let \( \mathbf{\hat{H}} \) denote the estimation of the effective channel matrix \( \mathbf{H}^H \mathbf{B} \). In the second stage of our N-JSDM, to mitigate the interference from neighbors, we use ZF precoding [34] to calculate \( \mathbf{W} \) based on \( \mathbf{\hat{H}} \), i.e., \( \mathbf{W} \) is given by

\[
\mathbf{W} = (\mathbf{\hat{H}}) \mathbf{\Gamma}
\]  

(13)

where \( \mathbf{\Gamma} = \text{diag}(\gamma_1, \gamma_2, \cdots, \gamma_K) \) is a diagonal matrix used to normalize each column in \( \mathbf{W} \). As a consequence, the signal-to-interference-plus-noise ratio (SINR) of user \( k \) is given by

\[
\text{SINR}_k = \frac{|\mathbf{h}_k^H \mathbf{B}_k|^2}{\sum_{k' \neq k} |\mathbf{h}_k^H \mathbf{B}_{k'}|^2 + \sigma^2}
\]  

(14)

where \( \mathbf{B}_k \) is the \( k \)-th column of \( \mathbf{W} \). The SINR can be used to obtain the spectral efficiency [37]. Also it is an important factor that reflects the characteristics of the wireless interference accurately [38], [39]. For example, in [38], Yu et al. designed a protocol based on SINR interference model for multi-hop wireless networks, which achieves a good performance in realistic environments.

IV. PReBEAMFORMER DESIGN

In this section, three prebeamformer designs based on the CCMs are given. As shown in Section III, to reduce DTL and CSIT feedback, the interference from non-neighbors is canceled in the prebeamforming stage, leading to the effective channel matrix to be banded. Moreover, to mitigate the non-neighbors’ interference of user \( k \), the prebeamforming matrix \( \mathbf{B} \) should be designed satisfying (6). It is interesting to know that if user \( i \) is user \( k \)’s neighbor, user \( k \) is also user \( i \)’s neighbor, and thus (6) is equivalent to the problem of designing \( \mathbf{B}_k \) to satisfy

\[
\mathbf{h}_i^H \mathbf{B}_k = 0, \quad i \in \Omega_k
\]  

(15)
for each $k$. Since $b_i = R_i^{1/2} z_i$ and $R_i^{1/2}$ is a Hermitian matrix, (15) is equivalent to
\[ z_i^H R_i^{1/2} b_k = 0, i \in \tilde{\Omega}_k. \]
(16)

In the prebeamforming stage, only the CCMs $R_k$ are available at the BS. Without the knowledge of $z_i$, Eq. (16) is equivalent to the following formulation,
\[ R_i^{1/2} b_k = 0, i \in \tilde{\Omega}_k \]
which means $\text{span}(B_k) \subseteq \text{span}^\perp \left( R_i^{1/2} \right)$ for each $i \in \tilde{\Omega}_k$.

We now give a lemma to analyze the constraints in (17).

**Lemma 1:** For any matrices $A_i, i = 1, 2, \cdots, N$, define the space $S$ as $S = \bigcap_i \text{span}^\perp (A_i)$, then
\[ S = \text{span}^\perp \left( \sum_{i=1}^N A_i A_i^H \right) \]
(18)

**Proof:** See Appendix A.

Lemma 1 transforms multiple constraints in (17) into one constraint which is easy to analyze. From Lemma 1, subject to (17), $B_k$ should satisfy $\text{span}(B_k) \subseteq \text{span}^\perp \left( \sum_{i \in \tilde{\Omega}_k} R_i^{1/2} \right)$. Letting $R_k = \sum_{i \in \tilde{\Omega}_k} R_i$, we have
\[ \text{span}(B_k) \subseteq \text{span}^\perp \left( R_k \right) \]
(19)

The condition in (19) guarantees that the effective channel matrix is a band matrix. However, it cannot guarantee the DTL minimization or the spectral efficiency maximization. As shown above, the DTL in our N-JSDM is related to the column numbers of $B_k, k = 1, 2, \cdots, K$. Then we hope the column number of each $B_k$ is designed to be small, such that the DTL is small. However, the column numbers cannot be too small, otherwise the dimension of $\text{span}(B^H H)$ will be small, yielding that the signal space $\text{span}(B^H H)$ is much smaller than $\text{span}(H)$, and consequently the capacity of our N-JSDM will be decreased. There exists a tradeoff between the capacity and the DTL in our N-JSDM. Next, we propose three kinds of prebeamformer designs.

**A. Capacity-Approaching Prebeamformer**

Given the banded effective channel matrix $H^H B$, and by the duality between multiple-access channel and broadcast channel [14], [40], the capacity of our N-JSDM is formulated as
\[ C^{\text{sum}}(H, B) = \max \limits_{S \succeq 0, \text{tr}(S) \leq P} \log \left| I + B^H H S H^H B \right| \]
(20)

where $B = [B_1, B_2, \cdots, B_K]$, $S$ denotes the input covariance matrix, and $P$ is the power of the transmit signal. When designing $B$, the second precoding matrix $W$ is not considered.

In our N-JSDM, the matrix $B$ is set to be a unitary matrix, i.e., $B^H B = I$, such that our N-JSDM can achieve the same capacity as the multi-user system in (1), as shown in Theorem 2, when the number of antennas approaches infinity. With $B$ a unitary matrix, each user’s prebeamforming matrix $B_k$ is orthogonal to both its neighbors and non-neighbors.

Recalling (19), the problem of maximizing $C^{\text{sum}}$ is given by
\[ \mathcal{P}_1 : \max \limits_{B^H B = I} C^{\text{sum}}(H, B) \]
\[ \text{s.t. } \text{span}(B_k) \subseteq \text{span}^\perp (R_k), \quad k = 1, 2, \cdots, K. \]
(21a)

We first give a lemma that is useful in solving $\mathcal{P}_1$.

**Lemma 2:** Denote the singular value decomposition (SVD) of a Hermitian matrix $F$ by $F = [U_F, U_{F2}] A_F [U_F, U_{F2}]^H$, where $U_F$ is composed by the eigenvectors of $F$ corresponding to the non-zero eigenvalues. For a unitary matrix $Q$, if $\text{span}(U_{F2}) \subseteq \text{span}(Q)$, the non-zero singular values of $Q^H F Q$ are the same as that of $F$.

**Proof:** See Appendix B.

Based on Lemma 2, we can derive the following theorem.

**Theorem 1:** The capacity in $\mathcal{P}_1$ can be maximized when
\[ S_R \cap \text{span}(H) \subseteq \text{span}(B) \]
(22)

where $S_R = \bigcup_{k=1}^K \text{span}^\perp (R_k)$.

**Proof:** See Appendix C.

**Remark:** Theorem 1 gives a necessary and sufficient condition on $B$ to achieve the maximal capacity. As a result, to maximize the capacity in (17), $B$ should be designed satisfying (22). However, in the prebeamforming stage, only the statistical CSI is available at the BS. Letting $R = \sum_{k=1}^K R_k$, $\text{span}(H)$ can be any subspace of $\text{span}(R)$. Hence, to satisfy (22) in Theorem 1, $B$ should be designed as
\[ S_R \cap \text{span}(R) \subseteq \text{span}(B) \]
(23)

It is important to see what capacity our N-JSDM achieves. To exhibit the conclusion, the following assumption is needed, which is exact when the number of antennas approaches infinity [14].

**Orthogonal assumption (OA):** In one-ring channel, if the channel paths of two users are non-overlapped, the CCMs of the two users are orthogonal to each other.

**Theorem 2:** Under OA, if each user’s NAS is set to be no smaller than $2\Delta$, the signal space $\text{span}(B^H H)$ is equivalent to $\text{span}(H)$, and our N-JSDM can achieve the same sum capacity of the corresponding MU-MIMO downlink system in (1).

**Proof:** See Appendix D.

Theorem 2 indicates that, under OA, the N-JSDM can fully utilize the signal space $\text{span}(H)$ and achieve the same capacity as (1) if NAS is no smaller than $2\Delta$. Thus, to fully utilize the signal space, the NAS should be no smaller than $2\Delta$.

It is worth noting that the number of antennas in reality is finite, from which the OA is not exact, and our scheme has spectral efficiency loss compared with the system capacity of (1), even if the NAS is no smaller than $2\Delta$.

Next, we design $B$ to satisfy (23), such that $C^{\text{sum}}$ in (20) is maximized. Actually, there are many solutions satisfying (23), and we wish to find one with minimum $L$ so as to reduce the DTL from the preceding subsection. Since $L = \max d_k$, 
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the prebeamformer design problem is thus formulated as
\[
P_2 : \min_{B^k \in B_k} \max_k d_k \tag{24}
\]
\[
s.t. \ S_R \cap \text{span} (R) \subseteq \text{span} (B) \tag{24a}
\]
\[
\text{span} (B_k) \subseteq \text{span}^\perp (R_k). \tag{24b}
\]
It is difficult to obtain the optimal solution of \(P_2\). Next we give a greedy way to obtain one solution that yields a small \(L\). We design each prebeamforming matrix \(B_k\) iteratively, and the number of the columns of \(B_k\) is minimized in the \(k\)-th iteration. Consequently, when the iteration process is finished, \(L\) will be small.

Before we give the iteration process, we give a lemma which divides the space \(S_R \cap \text{span} (R)\) into \(K\) subspaces, such that \(P_2\) can be solved iteratively.

**Lemma 3:** Denote \(S_k = \text{span}^\perp (R_k) \cap \text{span} (R_k), k = 1, 2, \ldots, K\). Under OA, we have
\[
S_R \cap \text{span} (R) = \bigcup_k S_k. \tag{25}
\]

**Proof:** See Appendix E.

It can be concluded from Lemma 3 that, if we design the prebeamforming matrix \(B_k\) satisfying, in the \(k\)-th iteration, \(S_k \subseteq \text{span} ([B_1, B_2, \ldots, B_k]), \text{span} (B_k) \subseteq \text{span}^\perp (R_k)\)

\[
(26)
\]
then the constraints in \(P_2\) will be satisfied when the iterations are completed. Moreover, as shown above, the number of \(B_k\)’s columns is minimized in the \(k\)-th iteration. Denoting \(b_k\) the number of the columns of \(B_k\), the problem in the \(k\)-th iteration is given as
\[
P_3 : \min_{B_k} b_k \tag{27}
\]
\[
s.t. \ S_k \subseteq \bigcup_{j=1}^k \text{span} (B_j) \tag{27a}
\]
\[
\text{span} (B_k) \subseteq \text{span}^\perp (R_k), \tag{27b}
\]
\[
G_k^H G_k = I. \tag{27c}
\]
where \(G_k = [B_1, B_2, \ldots, B_k]\). To guarantee (27a), i.e., \(S_k \subseteq \bigcup_{j=1}^k \text{span} (B_j)\), \(B_k\) should be designed satisfying \(S_k - \bigcup_{j=1}^{k-1} \text{span} (B_j) \subseteq \text{span} (B_k)\), where \(S_1 - S_2\) means subtracting the common subspace of \(S_1\) and \(S_2\) from \(S_1\). Therefore, \(P_3\) is equivalent to
\[
P_4 : \min_{B_k} b_k \tag{28}
\]
\[
s.t. \ S_k - \bigcup_{j=1}^{k-1} \text{span} (B_j) \subseteq \text{span} (B_k) \subseteq \text{span}^\perp (R_k) \tag{28a}
\]
\[
G_k^H G_k = I. \tag{28b}
\]
It is easy to verify that, subject to (28a), the matrix \(B_k\) that achieves the smallest \(b_k\) is the orthogonal basis of the space \(S_k - \bigcup_{j=1}^{k-1} \text{span} (B_j)\), i.e.,
\[
\text{span} (B_k) = \text{span}^\perp (R_k) \cap \text{span} (R_k) - \bigcup_{j=1}^{k-1} \text{span} (B_j) \tag{29}
\]
from which \(B_k\) is orthogonal to \(B_j (j < k)\) and \(G_k^H G_k = I\). Accordingly, (28b) is also satisfied, and the optimal solution of \(P_4\) is the matrix \(B_k\) in (29).

In the following, we give the process to obtain \(B_k\) in (29).

It follows from (29) that \(\text{span} (B_k) \subseteq \text{span} (R_k)\) in the \(k\)-th iteration. Similarly, in the \(l\)-th \((l \leq k)\) iteration, we also have \(\text{span} (B_l) \subseteq \text{span} (R_l)\). If user \(l\) is not user \(k\)’s neighbor, \(\text{span} (R_l) \subseteq \text{span} (R_k)\) when the number of antennas tends to infinity. Thus, \(\text{span} (B_l) \subseteq \text{span} (R_l) \subseteq \text{span} (R_k)\) yielding \(\text{span} (B_k)\) is not in the space \(\text{span}^\perp (R_k) \cap \text{span} (R_k)\). As a consequence, (29) is equivalent to
\[
\text{span} (B_k) = \text{span}^\perp (R_k) \cap \text{span} (R_k) - \bigcup_{j \in \Omega_k, j < k} \text{span} (B_j) \tag{30}
\]
\[
= \text{span}^\perp (R_k) \cap \text{span} (R_k) - \text{span} (B_{\Phi_k}) \tag{30}
\]
where \(\Phi_k = \{j | j \in \Omega_k, j < k\} = \{k_1, k_1 + 1, \ldots, k - 1\}\) (i.e., the set of user \(k\)’s neighbors whose indexes are smaller than \(k\)), and \(\text{span} (B_{\Phi_k}) = [\text{span} (B_{k_1}, B_{k_1+1}, \ldots, B_{k-1})]\). From (30), \(\text{span} (B_k)\) is orthogonal to both \(\text{span} (B_{\Phi_k})\) and \(\text{span} (R_k)\). Thus \(\text{span} (B_k)\) is orthogonal to \(\text{span} (B_{\Phi_k})\), and \(B_k\) can be represented as
\[
B_k = \tilde{B}_{\Phi_k} M \tag{31}
\]
where \(\tilde{B}_{\Phi_k}\) is the orthogonal basis of the space \(\text{span}^\perp (B_{\Phi_k})\), and \(M\) is an arbitrary unitary matrix whose row number is the same as the column number of \(\tilde{B}_{\Phi_k}\). Moreover, \(\text{span} (B_k)\) is orthogonal to \(\text{span} (R_k)\), leading to
\[
B_k^H \cdot R_k = 0 \Rightarrow M^H \tilde{B}_{\Phi_k}^H \cdot R_k = 0. \tag{32}
\]
Denote by \(U_P\) the matrix composed by the eigenvectors of \(\tilde{B}_{\Phi_k}^H \cdot R_k\) corresponding to the zero eigenvalues. It is easy to know that the solution of (32) can be represented by \(M = U_P N\), where \(N\) is an arbitrary unitary matrix.

**Remark:** Note that the AoD range of user \(k\)’s non-neighbors does not include \(\theta_k - \Delta, \theta_k + \Delta\). As a result, many of the eigenvalues of \(R_k\) are close to zero when the number of antennas approaches infinity. Since \(\tilde{B}_{\Phi_k}^H \tilde{B}_{\Phi_k} = I\), according to Poincare separation theorem [41], it is easy to verify \(\lambda_{m+\varepsilon} \leq \lambda_i \leq \lambda_{m}\), where \(m\) is the number of columns of \(\tilde{B}_{\Phi_k}\), \(\lambda_i\) and \(\lambda_{m}\) are the \(i\)-th largest eigenvalues of \(\tilde{B}_{\Phi_k}^H R_k\) and \(R_k\), respectively. Thus, many of the eigenvalues of \(\tilde{B}_{\Phi_k}^H R_k\) may be close to zero. If \(U_P\) is composed by the eigenvectors corresponding to the exact zero eigenvalues, the dimension of \(U_P\) will be very small, resulting in small dimensions of \(M\) and \(B_k\), which will reduce the available signal space. Thus, we let \(U_P\) be the matrix composed by the eigenvectors of \(\tilde{B}_{\Phi_k}^H R_k\) corresponding to the eigenvalues smaller than \(\varepsilon\), where \(\varepsilon\) is a constant. As a consequence, the valid signal space will be larger, as well as the spectral efficiency. From above, the dimension of an orthogonal space is calculated by the eigenvalues and \(\varepsilon\), which is different from that in the conventional JSDMs.

Substituting \(M = U_P N\) into (31), we can get
\[
B_k = \tilde{B}_{\Phi_k} U_P N \tag{33}
\]
and \(\text{span} (B_k)\) is orthogonal to both \(\text{span} (B_{\Phi_k})\) and \(\text{span} (R_k)\). \(\tilde{B}_{\Phi_k} U_P\) in (33) is the orthogonal basis of
span⊥(R_k) ∩ span⊥(B_{ϕ_k}), leading to the projection matrix of span⊥(R_k) ∩ span⊥(B_{ϕ_k}) being \( \bar{B}_{ϕ_k} U_P U_P^H \bar{B}_{ϕ_k}^H \). Thus, one basis of \( span(\bar{B}_{ϕ_k}) \) in (30) can be written as \( \bar{B}_{ϕ_k} U_P U_P^H \bar{B}_{ϕ_k}^H R_k \), and consequently, we have span(\( B_k \)) = span(\( \bar{B}_{ϕ_k} U_P U_P^H \bar{B}_{ϕ_k}^H R_k \)), yielding that the orthogonal basis \( B_k \) is the dominant eigenvectors of \( \bar{B}_{ϕ_k} U_P U_P^H \bar{B}_{ϕ_k}^H R_k \). Here we define the dominant eigenvectors of one matrix as the eigenvectors corresponding to the values that are larger than \( v_m/κ \), where \( v_m \) denotes the maximal eigenvalue, and \( κ \) is a constant.

The detail of the optimal N-JSDM is given in Algorithm 1.

Next, we briefly discuss \( L \) (the minimal DTL) in the optimal N-JSDM. From Section III, we know that \( L \) is the largest one among the numbers of the columns in \( B_{Ω_k} (k = 1, 2, \cdots, K) \). By (30), \( span(B_k) \subseteq span(R_k) \), leading to

\[
span(B_k) = \bigcup_{l \in Ω_k} span(R_l) \subseteq \bigcup_{l \in Ω_k} span(R_l).
\]

(34)

Thus, the number of columns of \( B_{Ω_k} \) is smaller than the dimension of \( \bigcup_{l \in Ω_k} span(R_l) \), which is affected by the CCMs of user \( k \) and its neighbors.

B. Prebeamformer With Constrained DTL

In the previous subsection, an optimal prebeamformer design is proposed to achieve the same capacity as the full CSI system. However, this optimal design has a large DTL. We propose a prebeamformer design with constrained DTL in this subsection, i.e., the size of each user’s prebeamforming matrix is constrained. Specifically, the number of columns of \( [B_1, \cdots, B_k] \) is set to \( [g \cdot k] \) where \( g \) is a constant and \( [\cdot] \) is the round down operation. Thus the number of columns of \( B_k \) is \( [g \cdot k] - [g \cdot (k-1)] \). The DTL will be small if \( g \) is small. Similar to the conventional JSMD, the parameter \( g \) is designed according to the number of users, i.e., \( g = \frac{M}{N} \).

Lemma 3 shows that the capacity of our N-JSDM is the same as that of (1) if \( span(\bar{B}_k) \subseteq span(\bar{B}) \). However, with the number of columns of \( B \) constrained, the space \( span(\bar{B}_k) \) cannot cover the space \( span(\bar{B}) \). Hence, the spectral efficiency of our N-JSDM with constrained DTL will be decreased compared with the optimal designs. Our goal is to design \( span(B) \) to approach \( span(\bar{B}_k) \), such that the spectral efficiency of the constrained N-JSDM is maximized.

We use the chordal distance \([15]\) to describe the difference between two spaces. The chordal distance between spaces \( S_1 \) and \( S_2 \) is given by

\[
D_{chord}(S_1, S_2) = \| U_{S_1} U_{S_1}^H - U_{S_2} U_{S_2}^H \|_F
\]

(35)

where \( \| \|_F \) denotes the Frobenius norm, and \( U_{S_1} \) and \( U_{S_2} \) are the orthogonal basis of \( S_1 \) and \( S_2 \), respectively. It is easy to know that, the smaller the chordal distance is, the closer \( S_1 \) and \( S_2 \) will be. Specifically, given the dimension of the two spaces (e.g., \( N_1 \) and \( N_2 \)), if the chordal distance between the two spaces is 0, these two spaces are the same. When the chordal distance is \( N_1 + N_2 \) (the maximal value), these two spaces are orthogonal.

In order to design \( span(B) \) approaching \( span(\bar{B}_k) \), the chordal distance between \( span(B) \) and \( span(\bar{B}_k) \) should be minimized. Subject to the constraint that non-neighbors’ interference is mitigated, i.e., the condition in (19), the problem of designing \( B \) is given by

\[
P_5 : \min_{B \in \mathbb{B}} D_{chord}(span(B), span(\bar{B}_k)) s.t. \text{span}(B) \subseteq \text{span}(R_k) \]

(36a)

In the algorithm, we first divide the space \( span(\bar{B}) \) into \( K \) subspaces, i.e., \( S_k = \text{span}(R_k) \), \( k = 1, 2, \cdots, K \). Then we design the prebeamforming matrix \( B_k \) iteratively, such that the chordal distance between \( \bigcup_{j=1}^k \text{span}(B_k) \) and \( S_k \) is minimized in the \( k \)-th iteration, and thus \( D_{chord}(span(\bar{B}), span(B)) \) is small when the iterations complete.

In the \( k \)-th iteration, the problem of designing \( B_k \) is given by

\[
P_6 : \min_{B_k} D_{chord}(span(G_k), \bar{S}_k) s.t. \text{span}(B_k) \subseteq \text{span}(R_k)
\]

(37a)

\[
G_k^H G_k = I
\]

(37b)

where \( G_k = [B_1, B_2, \cdots, B_k] \).

Let \( U_{\bar{S}_k} \) denote the orthogonal basis of \( \bar{S}_k \). Since \( G_k \) is the orthogonal basis of \( span(G_k) \),

\[
D_{chord}(span(G_k), \bar{S}_k) = \| G_k G_k^H - U_{\bar{S}_k} U_{\bar{S}_k}^H \|_F.
\]

(38)

Observing that

\[
G_k G_k^H = [B_1, B_2, \cdots, B_k] [B_1, B_2, \cdots, B_k]^H = G_{k-1} G_{k-1}^H + B_k B_k^H
\]

(39)

and substituting (39) into (38), we have

\[
D_{chord}(span(G_k), \bar{S}_k) = \| G_{k-1} G_{k-1}^H + B_k B_k^H - U_{\bar{S}_k} U_{\bar{S}_k}^H \|_F.
\]

(40)
Denoting $T = G_{k-1} G_{k-1}^H - U_{S_k} U_{S_k}^H$, we have

$$D_{\text{chor}}(\text{span}(G_k), S_k) = \|B_k B_k^H + T\|_F$$

$$= Tr \left( (B_k B_k^H + T) (B_k B_k^H + T)^H \right)$$

$$= Tr \left( B_k B_k^H B_k B_k^H + 2B_k B_k^H T + TT^H \right)$$

$$= Tr \left( B_k B_k^H + 2B_k B_k^H T + TT^H \right)$$

$$= Tr \left( B_k B_k^H \right) + 2Tr \left( B_k B_k^H T \right) + Tr \left( TT^H \right).$$

(41)

Moreover, $Tr \left( B_k B_k^H \right)$ and $Tr \left( TT^H \right)$ are constants. Then $P_6$ can be re-written as

$$P_7: \min_{B_k^H B_k = I} Tr \left( B_k B_k^H T \right)$$

s.t. $\text{span}(B_k) \subseteq \text{span}^\perp(\bar{R}_k)$

(42a)

$$G_k^H G_k = I.$$ 

(42b)

By $Tr \left( B_k B_k^H T \right) = Tr \left( B_k^H T B_k \right)$, we have

$$Tr \left( B_k B_k^H T \right) = Tr \left( B_k^H \left( G_{k-1} G_{k-1}^H - U_{S_k} U_{S_k}^H \right) B_k \right).$$

(43)

Note that $G_k = [G_{k-1}, B_k]$ is a unitary matrix, i.e., $B_k^H G_{k-1} = 0$, and then (43) is equivalent to

$$Tr \left( B_k B_k^H T \right) = -Tr \left( B_k^H \left( U_{S_k} U_{S_k}^H \right) B_k \right).$$

(44)

Hence, $P_7$ can be written as

$$P_8: \max_{B_k^H B_k = I} Tr \left( B_k^H \left( U_{S_k} U_{S_k}^H \right) B_k \right)$$

s.t. $\text{span}(B_k) \subseteq \text{span}^\perp(\bar{R}_k)$

$$G_k^H G_k = I.$$ 

(45a)

(45b)

Considering the objective function in $P_8$, it is easy to verify that $\text{span}(B_k) \subseteq \text{span}(U_{S_k})$, since the orthogonal space of $\text{span}(U_{S_k})$ has no effect on the trace. As a result, $\text{span}(B_k) \subseteq \text{span}(U_{S_k}) \subseteq \text{span}(\bar{R}_k)$ in the $k$-th iteration. Similarly, in the $j$-th ($j < k$) iteration, we have $\text{span}(B_j) \subseteq \text{span}(\bar{R}_j)$. If user $j$ ($j < k$) is not user $k$'s neighbor, $\text{span}(B_j) \subseteq \text{span}(\bar{R}_j)$. When the number of antennas approaches infinity, from which $\text{span}(B_k)$ is orthogonal to $\text{span}(B_j)$. Thus to make $G_k$ a unitary matrix (the second constraint in $P_8$), $\text{span}(B_k)$ should be orthogonal to $\text{span}(B_{\Phi_k})$, where $B_{\Phi_k} = [B_{k1}, B_{k1+1}, \ldots, B_{k-1}]$ as defined in the previous subsection. Moreover, from the first constraint in $P_8$, $\text{span}(B_k)$ is orthogonal to $\text{span}^\perp(\bar{R}_k)$. From the above discussion, the constraints in $P_8$ is equivalent to that $\text{span}(B_k)$ should be orthogonal to both $\text{span}^\perp(\bar{R}_k)$ and $\text{span}(B_{\Phi_k})$. This constraint is the same as that in (30), leading to

$$B_k = \bar{B}_{\Phi_k} U_P N$$

(46)

from (33), where $U_P$ is the matrix composed by the eigenvectors of $\bar{B}_{\Phi_k}^H \bar{R}_k$ corresponding to the eigenvalues smaller than $\varepsilon$. $N$ is an arbitrary unitary matrix having $[g \cdot k] - [g \cdot (k - 1)]$ columns, since the number of columns of $N$

is the same as that of $B_k$. As a consequence, $P_8$ can be equivalently transferred to the following problem,

$$\max_{N \in \mathbb{C}^{N}} Tr \left( N^H U_P^H \bar{B}_{\Phi_k}^H \left( U_{S_k} U_{S_k}^H \right) \bar{B}_{\Phi_k} U_P N \right).$$

(47)

It is easy to know that the solution of $N$ in (47) is the matrix composed by the eigenvectors of $U_P^H \bar{B}_{\Phi_k}^H \left( U_{S_k} U_{S_k}^H \right) \bar{B}_{\Phi_k} U_P$ corresponding to the $[g \cdot k] - [g \cdot (k - 1)]$ largest eigenvalues. Once we get $N$, we can use (46) to get $B_k$.

The detail of achieving $B$ is given in Algorithm 2.

### Algorithm 2: The Constrained Prebeamformer Design

**Data:** $R_k$ ($k = 1, 2, \ldots, K$), NAS

**Result:** $B$

1. for $k = 1 : K$
2. Obtain user $k$’s neighbors set $\Omega_k = \{k_1, \ldots, k_u\}$ and non-neighbors set $\Omega_k = \mathbb{K} - \Omega_k$;
3. Calculate $B_{\Phi_k} = [B_{k1}, \ldots, B_{k-1}]$;
4. Calculate the orthogonal basis of $\text{span}^\perp(B_{\Phi_k})$ as $\bar{B}_{\Phi_k}$;
5. Calculate the dominant eigenvectors of $R_k$ as $U_{S_k}$;
6. Calculate $R_k = \sum_{i \in \Omega_k} U_i$;
7. Calculate the orthogonal basis of $\bar{B}_{\Phi_k}^H \bar{R}_k$ as $U_P$;
8. Use (47) to get the matrix $N$, and $B_k = \bar{B}_{\Phi_k} U_P N$;
9. end

### 10 Procedure End

#### C. The DFT Prebeamformer in Large Antenna Systems

In this section, we focus on the system where the number of antennas approaches infinity. When the number of antennas becomes infinity, the eigenvectors of the CCs can be approximated by a subset of the columns of the DFT matrix [15], [37], where the $(m, n)$-th element of the DFT matrix $F \in \mathbb{C}^{M \times M}$ is given as

$$[F]_{m,n} = \frac{1}{\sqrt{M}} e^{-\frac{2\pi i (m-1)(n-1)}{M}}.$$ 

(48)

We write $F = \left[ f_1, f_2, \ldots, f_{M-1} \right]$. Denoting the azimuth center angle and the AS of user $k$ by $\theta_k$ and $\Delta$, respectively, the eigenvectors of $R_k$ is given by

$$\left[ U_{R_k} \right] = [f_{\theta_k}], \quad \Theta_k = \left\{ \tilde{k}_1, \tilde{k}_1 + 1, \ldots, \tilde{k}_u \right\}$$

(49)

where $\tilde{k}_l = \left\lfloor \frac{MD \sin(\theta_k + \Delta)}{2} \right\rfloor$, $\tilde{k}_u = \left\lfloor \frac{MD \sin(\theta_k + \Delta)}{2} \right\rfloor$, and $[f_{\theta_k}]$ denotes the matrix whose columns are $f_i, i \in \Theta_k$ with the index of $f_i$ in an ascending order.

We use the DFT matrix to form the prebeamforming matrix in our N-JSDM, which is similar to the method in subsection IV. A. First, we divide $S_{\text{total}} = S_R \cap \text{span}(A)$ into $K$ subspaces, with the $k$-th subspace

$$S_k = \text{span}^\perp(\bar{R}_k) \cap \text{span}(R_k).$$

(50)

It is clear that $S_{\text{total}} = \bigcup_{k=1}^{K} S_k$. From above, the eigenvectors of $R_k$ are $[f_{\theta_k}]$, yielding that the orthogonal basis of
span \( (R_k) \) is \( U_{R_k} = \left[ \mathbf{f}_{j \in S_k} \right] \). Consequently, the orthogonal basis of \( S_k \) is
\[
U_{S_k} = \left[ \mathbf{f}_{i \in \Theta_k} \right], \quad \Theta_k = \Theta_k - \bigcup_{j \in \Omega_k} \Theta_j.
\]

From section IV. A, we know that the prebeamforming matrix \( B_{DFT,k} \) for user \( k \) is designed satisfying \( \text{span} \left( B_{DFT,k} \right) = S_k - \bigcup_{j<k} S_j \). It follows that the prebeamforming matrix \( B_{DFT} = [B_{DFT,1}, B_{DFT,2}, \cdots, B_{DFT,K}] \) is
\[
B_{DFT} = \left[ \mathbf{f}_{j \in 1\cdots1} \right].
\]

With the prebeamforming matrix designed as (52), the effective channel matrix becomes a band matrix, and also the capacity can be maximized. Moreover, the number of non-zero entries of the effective channel vector of user \( k \) is the number of columns of \( B_{\Theta_k} \), which is the cardinal number of set \( \bigcup_{k \in \Omega_k} \Theta_k \), and thus the DTL of the DFT scheme is \( \max_k \bigcup_{i \in \Theta_k} \Theta_k \).

Remark: From Theorem 2, with the NAS \( \tau \) no smaller than \( 2\Delta \), the capacity of our N-JSDM is the same as that of (1). In this case, the paths of user \( k \) are non-overlapped with the paths of user \( k \)'s non-neighbors, yielding
\[
\Theta_k = \Theta_k - \bigcup_{j \in \Omega_k} \Theta_j = \Theta_k.
\]

Combining (52) with (53), we have
\[
B_{DFT} = \left[ \mathbf{f}_{j \in 1\cdots1} \right]
\]
and the DTL is \( \max_k \bigcup_{i \in \Theta_k} \Theta_j \). In the conventional JSDMs, each group has overlapped signal space with its adjacent groups. To mitigate the inter-group interference, the overlapped signal space is not available in transmission. Hence, the spectral efficiency of the conventional JSDMs will be reduced compared with the capacity in (1). However, our scheme utilizes all signal space to transmit information, which outperforms the conventional JSDMs. Moreover, with proper setting of NAS, our N-JSDM can obtain the same capacity as that of the system in (1) when the number of the antennas becomes infinity.

Up to this point, we have discussed three prebeamformer designs, i.e., the optimal, the constrained and the DFT prebeamformer designs. The DFT prebeamformer has the lowest computational complexity. Moreover, the DFT prebeamformer also has the lowest hardware cost, since it can be implemented by the phase shifters due to the DFT based prebeamforming matrix. However, the number of antennas in reality is not infinite, and the inter-user interference from the non-neighbors cannot be well canceled by the DFT prebeamformer, leading to a lower spectral efficiency than the optimal and constrained prebeamformers. Comparing with the optimal and the constrained prebeamformers, the optimal one can provide a larger spectral efficiency than the constrained one, but at the cost of a larger DTL. When the ratio between the DTL and the number of symbols \( T_c \) in a coherence block is small (that is, in the case of small NAS or large \( T_c \)), the affection of the DTL is not obvious, and then the optimal prebeamformer will provide a higher effective spectral efficiency. Otherwise, the DTL has an important affection, and a lower DTL in the constrained prebeamformer will yield a higher effective spectral efficiency. Moreover, the constrained prebeamformer design has a smaller feedback length than the optimal design.

V. SIMULATION RESULTS

In this section, we demonstrate the efficiency of our proposed N-JSDM schemes through simulation results. For all simulations, we assume a single-cell massive MIMO system where the BS is equipped with \( M \) antennas serving \( K \) single-antenna users. In this paper, \( M \) is set to 64. The azimuth center angles of all users are uniformly distributed in \([-\pi, \pi]\). The threshold of eigenvalues of orthogonal basis \( \mathbf{U}_{\mathbf{P}} \) defined in Section IV. A, i.e., \( \varepsilon \), is set to \( 10^{-2} \) and \( \kappa \) is set to 10. We compare our optimal, constrained, and DFT-based schemes with the conventional JSDMs with K-means [15] and agglomerative [28] groupings, and the full precoding scheme [7]. The full precoding scheme is not efficient due to the requirements of large DTL and uplink feedback. To be fair, the mean angular spread of all groups in the conventional JSDMs is set to be equal to the NAS, i.e., \( \tau \), and thus the number of groups is \( |\bar{\Omega}| \), where \(|\cdot|\) denotes the round operation. In the conventional JSDMs, the dimension of the effective channel seen by the \( g \)-th group is \( |K_g M/K| \) [28], where \( K_g \) is the number of users in the \( g \)-th group.

Considering the pilot overhead, the effective spectral efficiency (ESE) of user \( k \) in a coherence block with \( T_c \) symbols is given by
\[
R_k = \left( 1 - \frac{\text{DTL}_k}{T_c} \right) \log (1 + SINR_k)
\]
where \( \text{DTL}_k \) denotes the DTL of user \( k \). In LTE systems, a resource block consists of 168 complex symbols [20], [42], that is, 14 OFDM symbols in two time slots multiplied by 12 subcarriers. Hence, similar to [20], \( T_c \) is set to 100. In the conventional JSDMs, each group estimates the effective channel matrix separately, and the minimum DTLs for users in the same group are the same. As shown in Section III, the minimum DTLs of all users in our N-JSDMs are \( \max_d d_k \).

To better exhibit the ESE, we consider the case where the pilot has the smallest DTL, i.e., the DTL equals to the minimum DTL.

Fig. 1 shows the ESEs of all JSDMs under different SNRs. The AS is set to \( 5^\circ \). The numbers of users in Figs. 1(a) and 1(b) are 32, while the number of users served in Fig. 1(c) is 40. The NASs in Figs. 1(a) and 1(c) are \( 10^\circ \), and the NAS in Fig. 1(b) is \( 15^\circ \). The ESEs of all the precoding schemes increase with the increasing SNR. More importantly, both our optimal N-JSDM and constrained N-JSDM can achieve higher ESEs than the conventional JSDMs. Also, the DFT-based N-JSDM achieves good performance at low SNR regions, while has worse spectral efficiency performance than other JSDMs when the SNR becomes large. This is because, the DFT algorithm enlarges the energy of both the received signal and the interference, and the inter-user interference of the DFT algorithm is proportional to the transmission power. When the transmission power is at low level, the noise is dominant over the inter-user interference,
and due to the large received power of signal, the DFT algorithm achieves a large SINR, which results in a high ESE. When the transmission power becomes large, the inter-user interference also becomes large, and thus the ESE of DFT based N-JSDM will not increase with the increasing SNR. It can be seen from Figs. 1(a) and 1(b) that the optimal N-JSDM provides a higher ESE than the constrained N-JSDM when the NAS is small, while provides a lower ESE than the constrained N-JSDM when the NAS increases. This is because the DTL is low in small NAS, and the affection of the DTL on the ESE is not obvious, and then the ESE is mainly affected by the spectral efficiency. Thus the optimal N-JSDM can provide a higher ESE. However, when the NAS increases, the affection of the DTL becomes important, and consequently, the constrained prebeamfomer can provide a higher ESE due to a lower DTL. We show the relationship between ESE and SNR under different numbers of users in Figs. 1(a) and 1(c), respectively. When the number of users increases, the inter-user interference is increased, and more energy of signal will be used to cancel the inter-user interference. Thus, the energy of desired signals will be degraded, leading to a decreased ESE. Since the DFT-based N-JSDM is mainly designed for the case that the number of antennas approaches infinity, the performance of the DFT-based N-JSDM is not shown in the following.

Fig. 2 shows the ESEs of our proposed N-JSDMs under different NASs, where the number of users is 32, the AS is set to $5^\circ$, and the SNR is 20 dB. The N-JSDMs achieve higher ESEs than the conventional JSDMs, while the full precoding with perfect CSI achieves the smallest ESE. The ESE of the full digital precoding remains unchanged, since the full digital precoding is unrelated to the NAS. It is shown that the ESEs of all JSDMs first increase and then decrease with the increasing NAS. With the increasing of NAS, the utilized signal space in our N-JSDMs increases, yielding that the spectral efficiency increases. However, the DTL will also be increased. For the conventional JSDMs, with the increasing of the NAS, the number of groups decreases, and the overlapped signal space between different groups decreases. Thus, both the utilized signal space and the spectral efficiency increase with the increasing NAS. Similar to the N-JSDMs, the DTLs of the conventional JSDMs will be increased. When the NAS is small, the ESEs of JSDMs are mainly affected by the spectral efficiency as shown above, and with the increasing NAS, the spectral efficiencies will be increased. Thus, when the NAS is small, the ESEs of all JSDMs increase with the increasing NAS. However, when the NAS is large, the utilized signal space will not increase a lot by increasing the NAS, and then the spectral efficiencies will not be increased obviously. Moreover, increasing the NAS will increase the DTL. Consequently, the ESEs of all JSDMs decrease with the increasing NAS. Similar to Fig. 1, the optimal N-JSDM provides a higher ESE than the constrained N-JSDM when the NAS is small, while provides a lower ESE than the constrained N-JSDM when the NAS becomes large.

Fig. 3 depicts the ESEs of our proposed N-JSDMs under different numbers of users. The AS of each user is set to $5^\circ$, the NAS is set to $10^\circ$, and the SNR is 20 dB. We can observe some special phenomena as follows. With the increasing number of users, the ESEs of all the schemes first increase, and then decrease when the number of users is large. This is because, when the number of users becomes large, the inter-user interference will be large, and we should uses a part of
degrees of freedom to cancel the inter-user interference, and thus, the energy of desired signals will be degraded.

Fig. 4 shows the DTL and the channel feedback length of our N-JSDMs. Fig. 4(a) shows the DTL per user (DTLPU) of our N-JSDMs and the conventional JSDMs versus the NAS, where the DTLPU in the conventional JSDMs is $\sum_{k=1}^{K} d_k$, and $d_k$ is the DTL of user $k$. The DTLPU of all schemes increase with the increasing NAS. The DTLs of our N-JSDMs are larger than that of JSDMs, and the optimal N-JSDM has the largest DTL. Fig. 4(b) shows the curves of feedback length per user (FLPU) versus NAS. In the N-JSDMs, the feedback length of user $k$ is $d_k$, and the FLPU is given by $\sum_{k=1}^{K} d_k$, which is smaller than the DTL of the N-JSDMs, i.e., $\max_k d_k$. The FLPU in the conventional JSDMs is $\sum_{k=1}^{K} \bar{d}_k$, which is the same as the DTL of the conventional JSDMs. The optimal N-JSDM has a larger FLPU than the JSDMs. Our constrained N-JSDM has the smallest FLPU. This is because, in the conventional JSDMs, some groups will have large numbers of users, and these unbalanced user numbers will enlarge the FLPU.

The above simulations have validated the good performance of our N-JSDMs in the one-ring channel model. In fact, our N-JSDM is also suitable for other channel models such as the Laplacian channel model. In the following, we give the simulation of our N-JSDMs in the Laplacian channel model [20], [43]. Supposing the azimuth center angle of user $k$ is $\theta_k$, the $(m,n)$th element of user $k$’s CCM $R_k$ in the Laplacian channel model is [20]

$$[R_k]_{m,n} = \frac{1}{\sqrt{2} \Delta} \int_{\theta_k-\pi}^{\theta_k+\pi} e^{-\frac{\pi}{\Delta} |\theta-\theta_k| - \frac{\pi}{2} \frac{(m-n)}{\sin \theta}} d\theta$$

(56)

where $\lambda_c$ and $D$ has been defined in Section II, and $\bar{\Delta}$ is the AS in the Laplacian channel model. Fig. 5 shows the ESEs of our N-JSDMs and the full digital precoding versus the SNR. The AS $\bar{\Delta}$ is set to $5^\circ$. The number of users is 32, and the NASs are set to $20^\circ$ and $25^\circ$. Our N-JSDMs can achieve much higher ESEs than the full precoding. The optimal N-JSDM has a higher ESE than the constrained N-JSDM. It can be seen that the optimal and constrained N-JSDMs with NAS $25^\circ$ have higher ESEs than that with NAS $20^\circ$, respectively. This is because, with the same AS in one-ring and Laplacian channel models (i.e., $\bar{\Delta} = \Delta$), the dominant energy of one user’s signal...
in the Laplacian model lies in a larger AoD range than that in the one-ring channel model. As a result, when designing the prebeamformer to cancel the interference from non-neighbors, a larger NAS can help to increase the utilized signal space and the ESE.

VI. CONCLUSION

In this paper, we have proposed an N-JSDM beamforming in FDD massive MIMO, which provides a higher spectral efficiency than the conventional JSDMs. Moreover, the channel feedback length and the DTL of the proposed N-JSDM are much smaller than the number of antennas, due to the resulting banded effective channel matrix. Three efficient prebeamformer designs have been given to obtain the largest system capacity, to reduce the DTL, and to simplify the system when the number of antenna tends to infinity, respectively. Simulations have been provided to validate the good performance of our proposed N-JSDM. In our future work, we will provide efficient user scheduling algorithms to further improve the spectral efficiency when the number of users is large.

APPENDIX

A. Proof of Lemma 1

Define $A = [A_1, A_2, \cdots, A_N]$. It is easy to see that
\[ \bigcap_i \text{span}^\perp (A_i) = \text{span}^\perp (A) \] (57)
i.e., $S = \text{span}^\perp (A)$. Denote the SVD of $A$ as $A = [U_1, U_2] \Lambda [V_1, V_2]^H$, where $U_1$ and $U_2$ are the matrices composed by the left singular vectors corresponding to the non-zero and zero singular values, respectively. It follows from [44] and [45] that $S^\perp = \text{span} (U_1)$, and
\[ S = \text{span} (U_2). \] (58)
Using $A = [U_1, U_2] \Lambda [V_1, V_2]^H$, the SVD of $\sum_{i=1}^N A_i A_i^H$ is given by
\[ \sum_{i=1}^N A_i A_i^H = AA^H = [U_1, U_2] \Lambda^2 [U_1, U_2]^H \] (59)
leading to
\[ \text{span}^\perp \left( \sum_{i=1}^N A_i A_i^H \right) = \text{span} (U_2). \] (60)
From (58) and (60), we can get Lemma 1.

B. Proof of Lemma 2

Since $U_{F_1}$ is composed by the eigenvectors of $F$ corresponding to the non-zero eigenvalues, we have $U_{F_1}^H U_{F_1} = I$. We write $U_{F_1} = [u_1, u_2, \cdots, u_r]$, and by $\text{span} (U_{F_1}) \subset \text{span} (Q)$, we can find a unit norm vector $p_i$ such that $u_j = Q p_i$, leading to $U_{F_1} = Q P$, where $P = [p_1, p_2, \cdots, p_r]$. Thus, we have
\[ P^H P = (Q P)^H Q = U_{F_1}^H U_{F_1} = I. \] (61)
Denote by $A_F$, the diagonal matrix whose diagonal values are composed by the nonzero singular values of $F$. It is easy to see that $F$ can be written as $F = U_F A_F U_F^H$, and we have
\[ Q^H F Q = Q^H U_F A_F U_F^H Q. \] (62)
From $U_{F_1} = Q P$ as shown above, we know $Q^H U_{F_1} = P$. Substituting $Q^H U_{F_1} = P$ into (62), we can get
\[ Q^H F Q = P A_F P^H. \] (63)
Using (61), $P^H P = I$, and according to (63), we can easily obtain that the singular values of the matrix $Q^H F Q$ are the same as that of $F$.

C. Proof of Theorem 1

Since $B_k$ is an arbitrary unitary matrix satisfying $\text{span} (B_k) \subseteq \text{span}^\perp (R_k)$, it follows from $B = [B_1, B_2, \cdots, B_K]$ that $\text{span} (B) \subseteq S_R$ where $S_R = \bigcup_{k=1}^K \text{span}^\perp (R_k)$. Actually, the prebeamforming matrix $B$ can be any unitary matrix satisfying $\text{span} (B) \subseteq S_R$. Hence, the constraints in $P_1$ are equivalent to $\text{span} (B) \subseteq S_R$, and consequently, the problem $P_1$ can be represented as
\[ \max_{B^H B = I} \max_{S \subseteq S_R, \text{span} (B) \subseteq S} \log |I + B^H HSH^H B| \] (64)
s.t. $\text{span} (B) \subseteq S_R$. \hspace{1cm} (64a)
Denote the orthogonal basis of the space $S_R$ by $U_{S_R}$, and from $\text{span} (B) \subseteq S_R$, the unitary matrix $B$ can be represented as $B = U_{S_R} M$, where $M$ is an arbitrary unitary matrix. Substituting $B = U_{S_R} M$ into (64), we have
\[ \max_{M^H M = I} \log |I + M^H U_{S_R}^H F U_{S_R} M| \] (65)
where $F = HSH^H$. Note that the projection matrix of $\text{span} (U_{S_R})$ is $P = U_{S_R} U_{S_R}^H$, and we write matrix $F$ as $F = PF + (I - P) F$. Then we have
\[ U_{S_R}^H F U_{S_R} = U_{S_R}^H (PF + (I - P) F) U_{S_R} \\
= U_{S_R}^H PF U_{S_R} + U_{S_R}^H (I - P) F U_{S_R} \] (66)
and
\[ U_{S_R}^H (I - P) F U_{S_R} = U_{S_R}^H F U_{S_R} - U_{S_R}^H U_{S_R} U_{S_R}^H F U_{S_R} \] (67)
from which $U_{S_R}^H F U_{S_R} = U_{S_R}^H PF U_{S_R}$ follows. Thus, (65) can be written as
\[ \max_{M^H M = I} \log |I_M + B^H P F B|. \] (68)
Since $\text{span} (PF)$ is equivalent to the space $S_R \cap \text{span} (F)$, it follows from $\text{span} (F) \subseteq \text{span} (H)$ that, if $B$ is designed satisfying
\[ S_R \cap \text{span} (H) \subseteq \text{span} (B) \] (69)
we have $S_R \cap \text{span} (F) \subseteq \text{span} (B)$. Then from Lemma 2, $B^H P F B$ has the same singular values as $P F$. Hence, the spectral efficiency in $P_1$ will be maximized, when the objective function in (68) is maximized.
D. Proof of Theorem 2

Note that user $k$’s NAS is set to be no smaller than $2\Delta$. It is easy to verify that if user $j$ is user $k$’s neighbor, $|\theta_j - \theta_k| \leq 2\Delta$. Otherwise, $|\theta_j - \theta_k| > 2\Delta$. Since the AS of each user is $\Delta$, user $k$ is non-overlapped with its non-neighbors, yielding that the CCMs of user $k$’s non-neighbors are orthogonal to that of user $k$ under OA. Hence, $\text{span} (R_k) \subseteq \text{span}^\perp (\hat{R}_k)$, leading to

$$
\bigcup \text{span} (R_k) \subseteq \bigcup \text{span}^\perp (\hat{R}_k). \tag{70}
$$

By $\text{span} (h_k) \subseteq \text{span} (R_k)$, we have

$$
\text{span} (H) \subseteq \bigcup \text{span} (R_k). \tag{71}
$$

Combining (70) with (71), we can get

$$
\text{span} (H) \subseteq \bigcup \text{span}^\perp (\hat{R}_k) \tag{72}
$$

from which $S_R \cap \text{span} (H) = \text{span} (H)$. Moreover, by $S_R \cap \text{span} (H) \subseteq B$ in Theorem 1,

$$
\text{span} (H) = S_R \cap \text{span} (H) \subseteq \text{span} (B). \tag{73}
$$

Due to $\text{span} (\text{HSH}^H) \subseteq \text{span} (H)$, and from (73),

$$
\text{span} (\text{HSH}^H) \subseteq \text{span} (H) \subseteq \text{span} (B). \tag{74}
$$

Applying Lemma 2 to (74), we can find that the singular values of the matrix $B^H \text{HSH}^H B$ is the same as that of $\text{HSH}^H$, leading to

$$
\max_{S \geq 0, Tr(S) \leq P} \log |I + B^H \text{HSH}^H B| = \max_{S \geq 0, Tr(S) \leq P} \log |I + \text{HSH}^H|. \tag{75}
$$

E. Proof of Lemma 3

Let $\hat{S}_k = \text{span}^\perp (\hat{R}_k) \cap \text{span} (R)$, Then $S_R \cap \text{span} (R) = \bigcup_k \hat{S}_k$. Since $S_k \subseteq \hat{S}_k$, we have

$$
\bigcup_k S_k \subseteq \bigcup_k \hat{S}_k. \tag{76}
$$

If we can prove $\bigcup_k S_k \supseteq \bigcup_k \hat{S}_k$, we have $\bigcup_k S_k \supseteq \bigcup_k \hat{S}_k$ by (76), from which Lemma 3 follows. Due to $R = \sum_{k=1}^K R_k$, it is easy to verify that $\hat{S}_k = \text{span}^\perp (\hat{R}_k) \cap \bigcup_{j \in \Omega_k} \text{span} (R_j)$. Next, we establish that, for each $j \in \Omega_k$, $\text{span}^\perp (\hat{R}_k) \cap \text{span} (R_j) \subseteq \bigcup_k S_k$, from which $\hat{S}_k \subseteq \bigcup_k S_k$, leading to $\bigcup_k S_k \supseteq \bigcup_k \hat{S}_k$. To prove $\text{span}^\perp (\hat{R}_k) \cap \text{span} (R_j) \subseteq \bigcup_k S_k$ for each $j \in \Omega_k$, three cases are considered, i.e., $\theta_j < \theta_k, \theta_j = \theta_k$ and $\theta_j > \theta_k$.

a) Case $\theta_j < \theta_k$: Note that the index sets of non-neighbors of user $j$ and $k$ are

$$
\Omega_k = \{1, 2, \cdots, k_l - 1\} \cup \{k_u + 1, k_u + 2, \cdots, K\} \tag{77a}
$$

$$
\Omega_j = \{1, 2, \cdots, j_l - 1\} \cup \{j_u + 1, k_u + 2, \cdots, K\} \tag{77b}
$$

respectively. By $\theta_j < \theta_k$, we can get $j_1 < k_l, k_u < j_u < k_u$. Considering

$$
\hat{S} = \text{span}^\perp (\hat{R}_k) \cap (\text{span} (R_j) - \text{span} (R_k)) \tag{78}
$$

we have $\hat{S} \subseteq \text{span} (R_j) - \text{span} (R_k)$. It is easy to verify that, when $\theta_j < \theta_k$, $\text{span} (R_j) - \text{span} (R_k)$ is orthogonal to both $\text{span} (R_k)$ and $\text{span} (R_j) (l > k)$ under OA. Thus, $\hat{S}$ is orthogonal to $\text{span} (R_j) (l \geq k)$, and consequently,

$$
\hat{S} = \text{span}^\perp (\hat{R}_k) \cap \text{span} (R_j) \cap \text{span}^\perp \left( \sum_{l \geq k} R_l \right). \tag{79}
$$

Note that

$$
\hat{S} = \text{span}^\perp (\hat{R}_k) \cap \text{span} (R_j) \tag{80}
$$

Since

$$\{l | l \in \Omega_k, l \geq k\} = \{1, 2, \cdots, k_l - 1\} \cup \{k, k + 1, \cdots, K\} \supseteq \Omega_j \tag{81}$$

we can get $\hat{S} \subseteq S_j$ by comparing (79) with (80), and from (78), we have, for each $\theta_j < \theta_k$,

$$
\text{span}^\perp (\hat{R}_k) \cap \text{span} (R_j) \subseteq \hat{S} + S_k \subseteq S_j \cup S_k \subseteq \bigcup_k S_k. \tag{82}
$$

b) Case $\theta_j = \theta_k$: When $\theta_j = \theta_k$, user $j$ and user $k$ are the same, and it is easy to verify that $\text{span}^\perp (\hat{R}_k) \cap \text{span} (R_j) = \text{span}^\perp (R_j) \cap \text{span} (R_j) \subseteq S_j$.

c) Case $\theta_j > \theta_k$: Since the proof in this case is similar to that in $\theta_j < \theta_k$, we omit the proof for this case, and we have the conclusion that $\text{span}^\perp (\hat{R}_k) \cap \text{span} (R_j) \subseteq \bigcup_k S_k$ for each $\theta_j > \theta_k$.

From the discussion above, we can show that $\bigcup_k S_k \supseteq \bigcup_k \hat{S}_k$. Combining $\bigcup_k S_k \supseteq \bigcup_k \hat{S}_k$ and (76), we have $\bigcup_k S_k = \bigcup_k \hat{S}_k$, from which Lemma 3 follows.
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