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Abstract—Mobile edge computing (MEC) has recently become a promising paradigm to meet the increasing computing requirement of mobile devices, and hybrid energy supply has been considered as an effective approach for saving the energy consumption of the MEC system and making it environmentally friendly. In particular, the joint task scheduling and energy management (TSEM) scheme plays a crucial role in reaping the benefits of MEC with hybrid energy supply. In this article, we focus on jointly optimizing the TSEM decisions to maximize the utility of the MEC system which accounts for both the computation throughput and the fairness among different cells, by formulating a stochastic optimization problem subject to the constraints of queue stability and energy budget. We transform the formulated problem into a deterministic problem and then decouple it into four independent subproblems, which can be solved in a distributed manner without future system statistical information. An online TSEM algorithm is developed to derive the optimal solutions to these subproblems. Mathematical analysis shows that TSEM can achieve a close-to-optimal system utility and realize the utility–queue tradeoff. The experimental results validate the advantages of TSEM in improving the system utility and stabilizing the queue length.

Index Terms—Energy management, hybrid energy supply, mobile edge computing (MEC), task scheduling.

I. INTRODUCTION

WITH the proliferation of mobile devices and fast development of Internet of Things (IoT), more and more novel and complicated applications, which require heavy computation and high energy consumption, have been emerging in the past decades [1], [2]. However, due to the size and hardware constraints, the computing capacity and battery lifetime of mobile devices are usually limited, which makes them almost impractical to process these computationally intensive applications locally. To address this issue, mobile edge computing (MEC) is proposed as a promising paradigm by enabling computation-intensive tasks to be processed at network edges in close proximity to mobile devices [3]–[5]. In addition, to cope with the dramatic increase in data traffic and enhance the network coverage, a two-tier heterogeneous network called a small-cell network is proposed in recent years, where multiple low-power and low-cost small-cell base stations (SBSs) are deployed within one macrocell BS (MBS) [3]. Thus, a heterogeneous MEC, where MEC servers are deployed in both SBSs and MBSs [4], would play an important role in the next-generation wireless networks. SBSs could offload computation tasks that they cannot handle to the MBS for computing, which helps to improve the quality of experience.

At the same time, due to the continuing growth in the number of BSs, the energy consumption has witnessed a dramatic increase over the past years. In order to reduce the cost for purchasing energy as well as greenhouse gas emissions, energy harvesting (EH) technologies have been gaining more and more attention. Integrating with EH modules, BSs are able to collect renewable energies (such as wind and solar energies) from external environments. It is reported that EH can help to reduce 20% greenhouse gas emissions of cellular networks [5]. However, as the EH ability is largely influenced by many uncertain factors (e.g., weather and other climate conditions), it is extremely difficult to ensure steady and sufficient energy sources only with EH. Therefore, a hybrid energy supply, which includes both the renewable energy and steady energy from the power grid, is used to power BSs. If the harvested renewable energy cannot meet the energy demand, extra energy needs to be purchased from the power grid.

In the heterogeneous MEC with hybrid energy supply, a series of important decisions need to be made carefully for performance optimization. The first decision is how many computation tasks should be admitted in each SBS. As both the available energy and computing ability are limited, if too many computation tasks are admitted, it would cause
serious delay and performance degradation. The second one is how each SBS allocates the admitted computation tasks between processing locally and offloading to MBS. Compared with transmitting tasks to MBS for computing, processing tasks at local SBSs would help to save the overall energy, since there is no additional transmission energy consumption. While the computing capacity of SBSs is relatively restricted, only part of admitted computation tasks could be allocated to local SBSs; otherwise, there would be severe task congestion. Meanwhile, another decision to be made is the energy management, i.e., how much energy needs to be bought from the power grid to maintain BSs. The final decision is that owing to its limited computing capacity, MBS needs to decide how many computation tasks from each SBS would be computed.

Many factors, such as the task arrival, energy price, and wireless channel are all time varying. In such a context, optimizing the network performance in a long time scale is of practical importance. Therefore, we here focus on the long-term performance optimization. However, it is remarkably challenging in the face of the highly stochastic environment. This is because apart from the current network state, the future information of the above stochastic factors is also required to make the optimal decisions, while these factors are highly dynamic and random in reality. It is extremely difficult to acquire the statistical knowledge of these stochastic factors exactly. As a result, it is a challenging work to optimize the long-term task scheduling and energy management (TSEM) decisions without the system statistical information.

To address this challenge, we investigate the joint TSEM for MEC with hybrid energy supply. To model the dynamics in the task arrival, energy price, and wireless channel condition, a stochastic optimization problem is formulated. Considering the throughput and fairness metrics, we maximize the time-average system utility subject to the constraints of queue stability and time-average energy budget. By leveraging stochastic optimization techniques, we transform the original stochastic problem into a deterministic problem and decompose it into four independent subproblems. A TSEM algorithm without the future system statistical information is devised to obtain the optimal solutions to these subproblems in a distributed way. Mathematical analysis is conducted to validate the asymptotic optimality of TSEM. It shows that TSEM can realize the arbitrary utility–queue tradeoff by adjusting the value of the tradeoff parameter. The experimental results demonstrate the effectiveness of TSEM on improving the system utility and stabilizing queue.

The remainder of this article is organized as follows. Section II reviews the related works. In Section III, we give the system model, and a stochastic optimization problem is formulated to maximize the system utility. In Section IV, problem transformation is conducted, and an online algorithm, TSEM, is proposed to solve the optimization problem. Section V conducts the mathematical analysis for TSEM. Section VI presents the experimental results. In Section VII, this article is concluded, and the future direction of this article is discussed.

II. RELATED WORK

As an important component in the next-generation wireless network, MEC has gained lots of research interests. This section elaborates the recent efforts spent on MEC and hybrid energy supply.

Sun et al. [6] investigated the mobility management strategy for the MEC-powered ultradense networks and proposed an optimization model to minimize the delay. You et al. [7] investigated the resource allocation in the MEC system with multiusers and tried to optimize the users’ energy consumption with the constraint of delay. Two different radio access methods were considered in their work, which included time-division and orthogonal frequency-division multiple accesses. Wang et al. [8] focused on the task offloading and resource allocation in the MEC with wireless energy transfer. An energy consumption optimization problem was considered, and a semi-closed form solution to this problem was given. Lu et al. [9] applied deep reinforcement learning to make task offloading decision in large-scale heterogeneous MEC, where long short-term memory and candidate networks were explored to improve the traditional deep Q network algorithm. Neto et al. [10] investigated the computation offloading problem to optimize the computation time, energy consumption, and profit of edge computing facilities, whereas the above works all focused on the MEC networks whose energies only came from the power grid, they did not take into consideration of the renewable energy harvested from the environment, such as wind and sun.

There have been several studies investigating the MEC with EH technologies. Mao et al. [11] assumed that the mobile device was powered by an EH module and studied joint communication and computing resources management to optimize system energy consumption while satisfying queue stability. Min et al. [12] studied an IoT device selected the connected edge server and controlled offloading rate, and then a reinforcement-learning-based offloading strategy was devised to make these decisions. Different from the two works considering the mobile devices with EH, Guo et al. [13] focused on the content caching and base station association approach in a small-cell network where each base station was powered by the EH equipment. Wu et al. [14] jointly investigated the admission control and load balancing problem for MEC where renewable energy was the sole power supply. Chen et al. [15] focused on resource allocation for vehicular offloading in MEC, and the goal was to minimize the execution cost while guaranteeing task latency.

However, all the above works focused on the sole energy source, i.e., either the renewable energy or grid energy. As an important approach to save the on-grid energy consumption and make the system more sustainable, the hybrid energy supply needs to be considered. Thus, the MEC with hybrid energy supply is of practical importance and needs to be carefully investigated. To fill this gap, we focus on the heterogeneous MEC with hybrid energy supply and investigate the TSEM problem. Considering the throughput and fairness metrics, we devise an online algorithm to maximize the system utility, which is defined as a logarithmic function of the time-average amount of admitted data.
III. SYSTEM MODEL

Consider a two-tier heterogeneous MEC system consisting of an MBS and \( N \) SBSs. These \( N \) SBSs are covered by the MBS and access the MBS via wireless communication channels [16]. In the MBS and each of SBS, a MEC server is deployed to process computation tasks offloaded from edge devices. Without loss of generality, the computing capacity of the MEC server in the MBS is usually much more powerful than those in the SBSs. Therefore, SBSs can transfer the computation tasks to the MBS, which helps to relieve the computing loads in SBSs. Inspired by [17], each SBS has two main energy sources, which are renewable energy (i.e., harvested from the environment through solar panels or wind turbines) and conventional grid energy. The energy in MBS is supplied by the conventional power grid. We consider a widely used time-slotted model, where \( t \in \{0, 1, 2, \ldots\} \) [21]–[23]. The time slot length, referring to the duration between two adjacent decision moments, is denoted by \( \tau \).

A. Task and Computing Models

During slot \( t \), each SBS will receive the computation tasks offloaded from network edge devices. For each SBS \( i \in \{1, 2, \ldots, N\} \), let \( A_i(t) \) (in bits) denote its amount of arrived computation tasks during slot \( t \), and \( \rho_i \) denote the needed number of CPU cycles to process 1-bit input data. Without loss of generality, \( A_i(t) \) has a peak value \( A_i^{\max} \). Owing to the limited computing ability in each SBS, there would be a severe task backlog if all the computation tasks are allowed into the system. Therefore, only some of these computation tasks should be admitted and processed. Let \( a_i(t) \) represent the amount of computation tasks which are admitted in SBS \( i \). Since the admitted computation tasks cannot exceed the arrived ones, the following constraint must be satisfied:

\[
0 \leq a_i(t) \leq A_i(t).
\]  

(1)

Let \( L_i \) denote the computing ability (i.e., the maximum available number of the CPU cycles) of the MEC server in SBS \( i \). In each slot, for the computation tasks which have been admitted, some of them would be directly computed by the MEC servers in SBSs. In this article, the computation tasks can be arbitrarily divided, which corresponds to the applications like speech recognition and video compression [7], [18]. Let \( s_i(t) \) represent the amount of computation tasks to be processed in SBS \( i \). Naturally, SBS \( i \) should have enough computing capacity to process these computation tasks, which leads to the following constraint:

\[
\rho_i s_i(t) \leq L_i.
\]  

(2)

However, the MEC servers in the SBSs usually cannot handle all the admitted computation tasks because of their limited computing abilities. Therefore, in addition to processing tasks on its own MEC server, each SBS also transfers some computation tasks to the MBS. MBS then helps SBSs to compute these computation tasks. For each SBS \( i \), let \( m_i(t) \) denote the amount of computation tasks to be transmitted to MBS. Similar to [19], an orthogonal frequency-division multiple access system is adopted, in which the wireless channel allocated to each SBS is orthogonal to others. Let \( P_i \) represent the transmit power of SBS \( i \), and \( h_i(t) \) denote the channel power gain from SBS \( i \) to MBS. Then, the maximum achievable transmission rate of SBS \( i \) can be obtained by [20]

\[
R_i(t) = B \log_2 \left( 1 + \frac{P_i h_i(t)}{B \sigma} \right)
\]  

(3)

where \( \sigma \) is the noise power spectrum density and \( B \) is the wireless channel bandwidth. Since the amount of transmitted tasks cannot exceed the wireless channel capacity, the following constraint must be satisfied:

\[
m_i(t) \leq R_i(t) \tau.
\]  

(4)

In each SBS, the admitted but not yet processed tasks will be stored in a task queue. At the beginning of slot \( t \), let \( Q_D^M(t) \) represent the length (i.e., the amount of unprocessed tasks) of the task queue in SBS \( i \). During every slot, some computation tasks would be taken from the task queue and then processed by the MEC servers. Meanwhile, some new computation tasks would also arrive. Thus, the queue length of each SBS evolves as the following equality:

\[
Q_D^M(t+1) = \max\{Q_D^M(t) - s_i(t) - m_i(t), 0\} + a_i(t).
\]  

(5)

For the MBS, it maintains \( N \) task queues to store the computation tasks transmitted from each SBS but not yet processed. In each slot, some computation tasks in these \( N \) queues would be fetched and computed by the MEC server in MBS. Let \( x_i(t) \) denote the amount of computation tasks to be processed in the \( i \)-th queue. \(^1\) Let \( Q_M^M(t) \) represent the queue length of the \( i \)-th queue in MBS

\[
Q_M^M(t+1) = \max\{Q_M^M(t) - x_i(t), 0\} + m_i(t).
\]  

(6)

The total computation tasks to be processed should be within the computing capacity of the MBS. Let \( L_0 \) denote the maximum computing ability of MBS. We thus have

\[
\sum_{i=1}^{N} \rho_i x_i(t) \leq L_0.
\]  

(7)

In addition, we use \( \bar{Q}_D^M(t) \) to denote the average queue length of SBS \( i \) in a long time, which can be expressed by

\[
\bar{Q}_D^M = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{Q_D^M(t)\}.
\]  

(8)

Similarly, let \( \bar{Q}_M^M(t) \) denote the average length of the \( i \)-th queue in MBS. We have

\[
\bar{Q}_M^M = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{Q_M^M(t)\}.
\]  

(9)

\(^1\)In the MBS, the \( i \)-th queue refers to the queue storing computation tasks transmitted from SBS \( i \).
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B. Energy Harvesting and Consumption Models

For each SBS, its energy source includes two parts: 1) the harvested renewable energy and 2) the grid energy. Let $e_i(t)$ denote the amount of harvested energy in SBS $i$ during slot $t$. When too many computation tasks are admitted or the EH ability becomes very poor, the harvested energy would be unable to afford the operations of the SBSs. In this case, SBSs will purchase the grid energy. Let $w_i(t)$ denote the amount of purchased grid energy. Without loss of generality, in each slot $t$, there exists a maximum value on $w_i(t)$ [5], which is

$$w_i(t) \leq w_i^{\text{max}}. \quad (10)$$

Let $g(t)$ denote the price of unit grid energy, which may fluctuate across the time [21]. Then, the payment in SBS $i$ for purchasing grid energy is $C_i(t) = g(t)w_i(t)$.

For each SBS, we consider that its energy consumption consists of two main parts: 1) computing energy consumption and 2) transmission energy consumption. Then, let $E_i^1(t)$ represent the energy consumption incurred by MEC server processing computation tasks, which is as follows [8]:

$$E_i^1(t) = a_i \cdot s_i(t) \quad (11)$$

where $a_i$ denotes the energy consumption coefficient of the MEC server in SBS $i$, and the value of $a_i$ depends on the chip architecture and other factors. In addition, let $E_i^M(t)$ represent the energy consumed by data transmission from SBS $i$ to MBS, which can be obtained by

$$E_i^M(t) = P_i \cdot \frac{m_i(t)}{R_i(t)}. \quad (12)$$

Each SBS has a sufficiently large battery [5], which is used to store and supply the energy. At the beginning of slot $t$, let $Q_i^F(t)$ represent the available energy in the battery of SBS $i$. In this article, similar to [7] and [8], we assume that the energy consumption used for sending the computation results back to the mobile devices is negligible. Thus, we do not take this part of energy consumption into account. For each SBS, to ensure that its energy consumption does not exceed the available energy, the following constraint must be satisfied:

$$a_i \cdot s_i(t) + P_i \cdot \frac{m_i(t)}{R_i(t)} \leq Q_i^F(t) + w_i(t). \quad (13)$$

During each slot, the harvested energy and purchased energy from the power grid are stored in the batteries. Meanwhile, a part of stored energy is consumed to process and transmit tasks. Then, for the adjacent two slots, $Q_i^F(t)$ evolves as the following equality:

$$Q_i^F(t+1) = Q_i^F(t) + e_i(t) + w_i(t) - E_i^M(t) - E_i^1(t). \quad (14)$$

For the MBS, it will process the computation tasks transmitted from all the SBSs. Let $E_0(t)$ denote the energy consumption of the MBS, which is

$$E_0(t) = a_0 \cdot \sum_{i=1}^{N} x_i(t) \quad (15)$$

where $a_0$ is the energy consumption coefficient of the MEC server in MBS. Then, according to (15), the payment in MBS for purchasing grid energy $C_0(t)$ is

$$C_0(t) = g(t)a_0 \sum_{i=1}^{N} x_i(t). \quad (16)$$

C. Optimization Problem

This article studies the TSEM problem for MEC with hybrid energy supply. Rather than considering the system performance in a single moment, we pay attention to the long-term system performance considering dynamic task arrival, wireless channel, and energy price. Motivated by [22], there exists an energy budget on the long-term time-average payment for purchasing energy from the power grid. Let $\bar{J}$ denote the energy budget. Then, the following inequality should be satisfied:

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} \mathbb{E}[g(t)(w_i(t) + a_0x_i(t))] \leq \bar{J}. \quad (17)$$

Besides, we take into consideration of the time-average queueing delay for the computation tasks. According to [23], the time-average queueing delay is positively proportional to time-average queue length. Thus, we upper bound the queue length to ensure that the queueing delay is bounded, which is

$$\bar{Q}_D^0 \leq \epsilon, \quad \exists \ \epsilon > 0 \quad (18)$$

$$\bar{Q}_M^I \leq \delta, \quad \exists \ \delta > 0. \quad (19)$$

In this article, the objective function accounts for two factors, namely, improving the network throughput and keeping the fairness among the SBSs. Specifically, the network throughput is important yet conventional performance metric of the considered multicell systems. However, due to the dynamics and diversity in the task arrival, EH ability, and wireless channel condition among different SBSs, the throughput of some SBSs may be much higher than others, which means that the performance of some SBSs would be largely degraded. Therefore, in order to guarantee the network throughput of each SBS, we also take into consideration the fairness among SBSs. In such a context, we define the system utility function as a logarithmic function of the time-average admitted data, which is [24]

$$\psi(\bar{a}) = \sum_{i=1}^{N} \log(1 + \bar{a}_i). \quad (20)$$

In (20), $\bar{a} = \{\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_N\}$ denotes the collection of the time-average admitted data of all the $N$ SBSs, and $\bar{a}_i = \lim_{T \to \infty} (1/T) \sum_{t=0}^{T-1} a_i(t)$. It is noted that $\psi(\bar{a})$ is concave and strictly nondecreasing.

We here aim to maximize the system utility while guaranteeing the payment for purchasing energy from power grid does not exceed its budget. Therefore, we formulate the following problem:

$$\mathbf{P:} \quad \max \quad \psi(\bar{a}), \quad \text{s.t.} \quad (1), (2), (4), (7), (10), (13), (17)-(19). \quad (21)$$
The formulated problem $P$ is a stochastic problem, since the optimization goal and constraints (17) and (18) depend on not only the current system states but also the future ones, such as the task arrival, wireless channel, and energy price. In addition, these variables are typically stochastic and time varying.

IV. ALGORITHM DESIGN

For the stochastic optimization problem $P$, we can find that deriving its offline solution is an extremely difficult job, because this process requires the future system information (such as task arrival and wireless channel). However, this information varies over time and is hard to predict precisely. Therefore, it is of great challenge to optimize the TSEM decisions to adapt to a dynamic environment. In such a context, we take advantage of the Lyapunov optimization techniques to address this challenge. Based on the Lyapunov function, we transform the long-term stochastic optimization problem into a deterministic problem under each time slot. Then, we propose an online algorithm which makes the decisions based on only the current information. One of the key advantages of using the Lyapunov function is that it requires no statistical information over time and is hard to predict precisely. However, this process requires the future system information (such as task arrival and wireless channel). However, this process requires the future system information (such as task arrival and wireless channel).

A. Problem Transformation

The function in $P$, which is a logarithmic function of the time-average variables, is difficult to be maximized directly. To tackle this difficulty, we introduce an auxiliary variable $u_i(t)$ and equally simplify the original optimization function. Thus, $P$ can be transformed to the following problem:

$$\begin{align*}
\text{P1:} & \quad \max_{a(t), s(t), m(t), w(t), u(t)} \sum_{i=1}^{N} \tilde{\psi}(u_i(t)), \\
\text{s.t.} & \quad (1), (2), (4), (7), (10), (13), (17)-(19) \\
& \quad \bar{u}_i \leq \tilde{u}_i \quad \forall i \in \{1, 2, \ldots, N\} \\
& \quad 0 \leq u(t) \leq A_{\text{max}} \quad \forall i \in \{1, 2, \ldots, N\}
\end{align*}$$

(23)

where $\tilde{\psi}(u_i(t)) = \lim_{T \to \infty} (1/T) \sum_{t=0}^{T-1} \log(1+u_i(t))$ and $\bar{u}_i = \lim_{T \to \infty} (1/T) \sum_{t=0}^{T-1} u_i(t)$. Since the system utility function is concave and nondecreasing, the original problem $P$ and the transformed problem $\text{P1}$ can be proved to be equivalent by using Jensen's inequality [25]. The detailed process is omitted here for simplicity.

Following the framework of Lyapunov optimization, by using a virtual queue, constraint (17) can be transformed into a queue stability problem, which makes $\text{P1}$ more tractable. Therefore, we define a virtual queue $K(t)$

$$K(t + 1) = \max \left\{ K(t) + \sum_{i=1}^{N} g(t)(w_i(t) + \alpha_0 x_i(t)) - \bar{J}, 0 \right\}.$$ 

(24)

For queue $K(t)$, if it is stable, i.e., $\lim_{t \to \infty} E[K(t)]/t = 0$, it can be proved that constraint (17) must hold.

Theorem 1: If $\lim_{t \to \infty} E[K(t)]/t = 0$, constraint $\lim_{t \to \infty} (1/T) \sum_{t=0}^{T-1} \sum_{i=1}^{N} E[g(t)(w_i(t) + \alpha_0 x_i(t))] \leq \bar{J}$ can be satisfied.

Proof: According to (24), we have

$$K(t + 1) = \max \left\{ K(t) + \sum_{i=1}^{N} g(t)(w_i(t) + \alpha_0 x_i(t)) - \bar{J}, 0 \right\} \geq K(t) + \sum_{i=1}^{N} g(t)(w_i(t) + \alpha_0 x_i(t)) - \bar{J}. \tag{25}$$

By summing (25) over time and further dividing by $t$, we have

$$\frac{K(t)}{t} \geq \frac{K(0)}{t} + \frac{1}{t} \sum_{t=0}^{T-1} \sum_{\mu=0}^{N} g(\mu)(w_i(\mu) + \alpha_0 x_i(\mu)) - \bar{J}. \tag{26}$$

Rearranging (26) and taking expectations, we have

$$\frac{E[K(t)] - K(0)}{t} \geq \frac{1}{t} \sum_{t=0}^{T-1} \sum_{\mu=0}^{N} E[g(\mu)(w_i(\mu) + \alpha_0 x_i(\mu))] - \bar{J}. \tag{27}$$

Without loss of generality, $K(0) = 0$. Letting $t \to \infty$, it yields

$$\lim_{t \to \infty} \frac{E[K(t)]}{t} + \bar{J} \geq \lim_{t \to \infty} \frac{1}{t} \sum_{t=0}^{T-1} \sum_{\mu=0}^{N} E[g(\mu)(w_i(\mu) + \alpha_0 x_i(\mu))]. \tag{28}$$

From (28), it can be derived that if queue $K(t)$ is stable, i.e., $\lim_{t \to \infty} [E[K(t)]]/t = 0$, there exists $\bar{J} \geq \lim_{t \to \infty} (1/t) \sum_{t=0}^{T-1} \sum_{\mu=0}^{N} E[g(\mu)(w_i(\mu) + \alpha_0 x_i(\mu))], which means that constraint (17) is satisfied.

Similarly, another virtual queue $Z_i(t)$ is defined to reform constraint (22) as a queue stability problem. Specifically, $Z_i(t)$ updates as

$$Z_i(t + 1) = \max[Z_i(t) + u_i(t) - a_i(t), 0]. \tag{29}$$

Then, according to the Lyapunov optimization technique, let $\Theta(t) = [Q^{P}(t), Q^{M}(t), K(t), Z_i(t)]$ denote the vector of all the queue lengths. We define a Lyapunov function $L(\Theta(t))$

$$L(\Theta(t)) = \frac{1}{2} \left[ K^2(t) + \sum_{i=1}^{N} \left( (Q^P_i(t))^2 + (Q^M_i(t))^2 + Z_i^2(t) \right) \right]. \tag{30}$$

In (30), the value of $L(\Theta(t))$ can reflect the queue backlog state. Based on (30), we define a $L(\Theta(t))$ function drift

$$\Delta(\Theta(t)) = E[L(\Theta(t + 1)) - L(\Theta(t))]. \tag{31}$$

Recall that the objective of $\text{P1}$ is to maximize the system utility. Thus, we define a drift-minus-utility function $\Psi_V(\Theta(t))$

$$\Psi_V(\Theta(t)) = \Delta(\Theta(t)) - V \sum_{i=1}^{N} E[\log(1 + u_i(t))|\Theta(t)] \tag{32}$$

in which $V > 0$ is a parameter adjusting the tradeoff between system utility and queue length. A larger $V$ emphasizes more
improving system utility than maintaining queue length stable. According to the Lyapunov optimization framework, instead of minimizing $\Psi_\nu(\Theta(t))$ directly, we minimize its upper bound. We first derive the supremum bound of $\Psi_\nu(\Theta(t))$ in the following theorem.

**Theorem 2**: If $R_i^{\max} \geq R_i(t)$ and $g^\max \geq g(t)$, then the value of $\Psi_\nu(\Theta(t))$ satisfies

$$
\Psi_\nu(\Theta(t)) \leq H - V \sum_{i=1}^{N} \mathbb{E} [\log(1 + u_i(t)) | \Theta(t)] \\
+ \sum_{i=1}^{N} \mathbb{E} [u_i(t) - a_i(t) | \Theta(t)] \\
+ \sum_{i=1}^{N} Q_i^M(t) \mathbb{E} [m_i(t) - x_i(t) | \Theta(t)] \\
+ \sum_{i=1}^{N} Q_i^D(t) \mathbb{E} [a_i(t) - s_i(t) - m_i(t) | \Theta(t)] \\
+ K(t) \mathbb{E} \left\{ \sum_{i=1}^{N} g(t)(w_i(t) + a_0 \chi_i(t)) - \bar{J}(\Theta(t)) \right\} 
$$

(33)

where $H$ is a constant. Specifically

$$
H = \frac{1}{2} \left\{ \left( \frac{L_i^{\max}}{\rho_i} + R_i^{\max} \tau \right)^2 + 3(A_i^{\max})^2 + \left( \frac{L_i^{\max}}{\rho_i} \right)^2 + (R_i^{\max} \tau)^2 \\
+ \left[ \sum_{i=1}^{N} g_i^{\max} \left( w_i^{\max} + \alpha_0 \frac{L_i^{\max}}{\rho_i} \right) \right]^2 + J^2 \right\}. 
$$

**Proof:** Squaring (5), we obtain

$$(Q_i^D(t) + 1)^2 - (Q_i^D(t))^2 \leq (s_i(t) + m_i(t))^2 + a_i^2(t) \\
+ 2Q_i^D(t)(a_i(t) - s_i(t) - m_i(t)).$$

(34)

Similarly, according to (6), we have

$$(Q_i^M(t) + 1)^2 - (Q_i^M(t))^2 \leq x_i^2(t) + m_i^2(t) \\
+ 2Q_i^M(t)(m_i(t) - x_i(t)).$$

(35)

In addition, according to (29), we can obtain

$$Z_i^2(t) + Z_i^2(t) \leq a_i(t) + a_i(t) + 2Z_i(t)(u_i(t) - a_i(t)).$$

(36)

Based on (24), the following equation can be obtained:

$$K^2(t) + K^2(t) \leq \left[ \sum_{i=1}^{N} g(t)(w_i(t) + a_0 \chi_i(t)) \right]^2 + J^2 + 2K(t) \\
\times \left[ \sum_{i=1}^{N} g(t)(w_i(t) + a_0 \chi_i(t)) - \bar{J} \right].$$

(37)

Since $R_i(t) \leq R_i^{\max}$, we can have $m_i(t) \leq R_i^{\max} \tau$. In addition, according to $a_i(t), u_i(t) \leq A_i^{\max}$, and $g(t) \leq g^\max$, it can be obtained

$$
\mathbb{E} \left\{ (s_i(t) + m_i(t))^2 + 2a_i^2(t) + u_i^2(t) + x_i^2(t) \\
+ m_i^2(t) + \left[ \sum_{i=1}^{N} g(t)(w_i(t) + a_0 \chi_i(t)) \right]^2 + \bar{J}(t) \right\} \\
\leq \left( \frac{L_i}{\rho_i} + R_i^{\max} \tau \right)^2 + 3(A_i^{\max})^2 + \left( \frac{L_i}{\rho_i} \right)^2 + (R_i^{\max} \tau)^2 \\
+ \left[ \sum_{i=1}^{N} g_i^{\max} \left( w_i^{\max} + \alpha_0 \frac{L_i^{\max}}{\rho_i} \right) \right]^2 + J^2. 
$$

(38)

Then, according to (38), summing (34), (36), and (37), and adding $-V \sum_{i=1}^{N} \mathbb{E} [\log(1 + u_i(t)) | \Theta(t)]$, we can obtain (33).

**B. Optimal Task Scheduling and Energy Management Algorithm**

An optimal TSEM algorithm is devised to minimize the upper bound of $\Psi_\nu(\Theta(t))$ in Theorem 2. The upper bound minimization problem is decomposed into four independent subproblems, and these subproblems can be solved in a distributed manner. Besides, it can be observed that the optimal solutions of different SBSs are also independent. Thus, TSEM could make the optimal decisions of all the SBSs concurrently.

As $H, \Theta(t)$, and $K(t)$ are constants in each slot, the above upper bound minimization problem can be rewritten as

$$\textbf{P2} : \min_{u_i(t)} \sum_{i=1}^{N} (Z_i(t)u_i(t) - V \log(1 + u_i(t)))$$

$$+ \sum_{i=1}^{N} (Q_i^D(t) - Z_i(t))a_i(t)$$

$$+ \sum_{i=1}^{N} [(Q_i^M(t) - Q_i^D(t))m_i(t) - Q_i^D(t)s_i(t)]$$

$$+ \sum_{i=1}^{N} (a_0 K(t) g(t) - Q_i^M(t))\chi_i(t)$$

s.t. (1), (2), (4), (7), (10), (13), (23).

(39)

Then, **P2** is decoupled into four independent subproblems: 1) auxiliary variable selection (AUS); 2) admission control decision (ACD); 3) TSEM in SBS (AES); and 4) task allocation in MBS (TAM). Next, we derive the optimal solutions to these four subproblems separately.

1) **Auxiliary Variable Selection:** Considering the first term in the objective of **P2** and constraint (23), the **AUS** subproblem is formulated as

$$\textbf{AUS} : \min_{u_i(t)} Z_i(t)u_i(t) - V \log(1 + u_i(t))$$

s.t. $0 \leq u_i(t) \leq A_i^{\max}$.  

(40)
AUS is a convex optimization problem, which can be proved via the second-order derivation. Next, we derive the optimal solution to AUS.

For (40), we can obtain that its first-order derivation is \( Z_i(t) - (V/\ln 2(1 + u_i(t))) \). Thus, when \( u_i(t) = [V/Z_i(t)/\ln 2] - 1, Z_i(t) - (V/\ln 2(1 + u_i(t))) = 0 \). Then, the optimal solution to AUS is

\[
u^*_i(t) = \begin{cases} 0, & \frac{V}{Z_i(t)/\ln 2} - 1 < 0 \\ \frac{V}{Z_i(t)/\ln 2} - 1 < A^\text{max}_i, & \text{otherwise.} \end{cases}
\]

(41)

2) Admission Control Decision: Considering the second term in the objective of P2 and constraint (1), the ACD subproblem is formulated as

\[
ACD: \min_{a_i(t)} (Q^D_i(t) - Z_i(t))a_i(t) \quad \text{s.t.} \quad 0 \leq a_i(t) \leq A_i(t).
\]

(42)

It can be seen that ACD is a simple linear programming problem. Its optimal solution is

\[
a^*_i(t) = \begin{cases} A_i(t), & Q^D_i(t) - Z_i(t) \leq 0 \\ 0, & \text{otherwise.} \end{cases}
\]

(43)

In (43), \( Q^D_i(t) - Z_i(t) \) can be regarded as the admission cost of each SBS. To reduce the admission cost as much as possible, when the admission cost of one SBS is less than 0, all the computation tasks in this SBS would be admitted. On the contrary, the SBS whose admission cost is larger than 0 is not allowed to admit any computation tasks. Moreover, with the rise of queue length [i.e., \( Q^D_i(t) \)], the admission cost also rises. This is a reasonable result because there would be a serious task congestion if the SBS with a larger queue length continues to admit computation tasks.

3) Task Scheduling and Energy Management in SBS: Considering the third term in the objective of P2 and constraints (2), (4), (10), and (13), the AES subproblem is formulated as

\[
AES: \min_{s_i(t), m_i(t), w_i(t)} (Q^M_i(t) - Q^D_i(t))m_i(t) - Q^D_i(t)s_i(t) + K(t)g(t)w_i(t) \quad \text{s.t.} \quad \rho_i s_i(t) \leq L_i, \quad m_i(t) \leq R_i(t) \tau \\
w_i(t) \leq w_i^\text{max} \\
\alpha_i \cdot s_i(t) + P_i \cdot \frac{m_i(t)}{R_i(t)} \leq Q^F_i(t) + w_i(t).
\]

(44)

To derive the optimal solutions to AES, we transform it into the following problem:

\[
AES-1: \min_{s_i(t), m_i(t), w_i(t)} w_i(t) - \frac{Q^D_i(t)}{K(t)g(t)}a_i s_i(t), - Q^D_i(t) + \frac{Q^M_i(t)}{K(t)g(t)}R_i(t)P_i \quad \text{s.t.} \quad \rho_i s_i(t) \leq L_i, \quad m_i(t) \leq R_i(t) \tau \\
w_i(t) \leq w_i^\text{max} \\
Q^F_i(t) \leq w_i(t) - \frac{Q^D_i(t)}{R_i(t)} m_i(t).
\]

(45)

It can be observed that AES-1 is a linear programming problem. Next, we give its optimal solutions in the different cases.

1) When \( (Q^D_i(t)/(K(t)g(t))a_i(t) \leq 1 \) and \( (Q^D_i(t) - Q^M_i(t))/R_i(t)/(K(t)g(t)) \leq \alpha_i \), the optimal solutions are \( s^*_i(t) = m^*_i(t) = w^*_i(t) = 0 \).

2) When \( (Q^D_i(t) - Q^M_i(t))/R_i(t)/(K(t)g(t)) \leq \alpha_i \) and \( (Q^D_i(t)/K(t)g(t))a_i(t) \leq 1 \), the optimal solutions are
   a) if \( w^\text{max}_i \leq (\alpha_i L_i)/\rho_i - Q^F_i(t) \), the optimal \( w_i(t) \) is \( w^*_i(t) = Q^\text{max}_i \), and the optimal \( s_i(t) \) is \( s^*_i(t) = (w^\text{max}_i + Q^F_i(t))/\alpha_i \).
   b) if \( w^\text{max}_i > (\alpha_i L_i)/\rho_i - Q^F_i(t) \), the optimal \( w_i(t) \) is \( w^*_i(t) = (\alpha_i L_i)/\rho_i - Q^F_i(t) \), and the optimal \( s_i(t) \) is \( s^*_i(t) = (L_i/\rho_i) \).

3) When \( (Q^D_i(t)/K(t)g(t)a_i(t) \leq 1 \) and \( (Q^D_i(t) - Q^M_i(t))/R_i(t)/(K(t)g(t))P_i \)

   a) if \( w^\text{max}_i \leq P_i - Q^F_i(t) \), the optimal \( w_i(t) \) is \( w^*_i(t) = Q^\text{max}_i \), and the optimal \( m_i(t) \) is \( m^*_i(t) = (w^\text{max}_i + Q^F_i(t))R_i(t)/P_i \).
   b) if \( w^\text{max}_i > P_i - Q^F_i(t) \), the optimal \( w_i(t) \) is \( w^*_i(t) = (R_i(t)P_i)/\alpha_i )/(R_i(t) - Q^F_i(t)) \), and the optimal \( m_i(t) \) is \( m^*_i(t) = R_i(t) \).

4) When \( 1 < (Q^D_i(t)/K(t)g(t))a_i(t) \leq 1 \) and \( 1 < (Q^D_i(t) - Q^M_i(t))/R_i(t)/(K(t)g(t))P_i \)

   a) if \( w^\text{max}_i \leq P_i - Q^F_i(t) \), the optimal \( w_i(t) \) is \( w^*_i(t) = Q^\text{max}_i \), and the optimal \( m_i(t) \) is \( m^*_i(t) = (w^\text{max}_i + Q^F_i(t))R_i(t)/P_i \).
   b) if \( P_i - Q^F_i(t) < w^\text{max}_i \), the optimal \( w_i(t) \) is \( w^*_i(t) = (w^\text{max}_i + Q^F_i(t))/\alpha_i \).
   c) if \( P_i - Q^F_i(t) + (\alpha_i L_i)/\rho_i < w^\text{max}_i \), the optimal \( w_i(t) \) is \( w^*_i(t) = (P_i + (\alpha_i L_i)/\rho_i - Q^F_i(t) \), the optimal \( m_i(t) \) is \( m^*_i(t) = R_i(t) \), and the optimal \( s_i(t) \) is \( s^*_i(t) = (L_i/\rho_i) \).

5) When \( 1 < (Q^D_i(t) - Q^M_i(t))/R_i(t)/(K(t)g(t))P_i \) and \( (Q^D_i(t))a_i(t) \leq 1 \)

   a) if \( w^\text{max}_i \leq (\alpha_i L_i)/\rho_i - Q^F_i(t) \), the optimal \( w_i(t) \) is \( w^*_i(t) = Q^\text{max}_i \), the optimal \( s_i(t) \) is \( s^*_i(t) = (w^\text{max}_i + Q^F_i(t))/\alpha_i \), and the optimal \( m_i(t) \) is \( m^*_i(t) = (w^\text{max}_i + Q^F_i(t))/\alpha_i \).
   b) if \( (\alpha_i L_i)/\rho_i - Q^F_i(t) < w^\text{max}_i \), the optimal \( w_i(t) \) is \( w^*_i(t) = (P_i + (\alpha_i L_i)/\rho_i - Q^F_i(t) \), the optimal \( m_i(t) \) is \( m^*_i(t) = R_i(t) \).

4) Task Allocation in MBS: Considering the last term in the objective of P2 and constraint (7), the TAM subproblem is formulated as follows:

\[
TAM: \min_{x_i(t)} \sum_{i=1}^{N} (a_i K(t)g(t) - Q^M_i(t)) x_i(t)
\]
Algorithm 1 TSEM Algorithm
1: Get all queues’ length, i.e., \( Q^D_i(t) \) and \( Q^M_i(t) \).
2: For each SBS, obtain optimal \( u^*_i(t) \) and \( a^*_i(t) \) based on (41) and (43), respectively.
3: For each SBS, solve (45) and obtain the optimal \( s^*_i(t) \), \( m^*_i(t) \), and \( w^*_i(t) \).
4: For MBS, obtain the optimal \( x^*_i(t) \) according to (47).

It can be observed that TAM is a min-weight problem, where \( x_i(t) \) is weighted by \( a_0 K(t) g(t) - Q^M_i(t) \). Thus, the optimal solution to TAM is

\[
x^*_i(t) = \begin{cases} \frac{L_0}{\rho_i}, \quad a_0 K(t) g(t) - Q^M_i(t) < 0 \text{ and } i = i^* \\ 0, \quad \text{otherwise} \end{cases}
\]

(47)

where

\[
i^* = \arg \min_{i \in \{1, 2, \ldots, N\}} \frac{a_0 K(t) g(t) - Q^M_i(t)}{\rho_i}.
\]

Then, Algorithm 1 shows the proposed optimal algorithm (TSEM) in detail.

Next, we give the time complexity of TSEM. In Algorithm 1, for lines 1 and 2, the optimal solutions can be obtained independently by each SBS. Thus, the time complexity is \( O(1) \). For line 3, MBS would traverse each queue once in the worst case, and it will terminate within \( O(N) \) operations. Thus, the time complexity of TSEM is \( O(N) \), where \( N \) is the number of SBSs.

V. ALGORITHM ANALYSIS

We mathematically analyze the performance of TSEM. Specifically, we prove that the system utility of TSEM can approximate the optimum arbitrarily, and there exists a supremum bound for the system queue length.

We give Lemma 1 to analyze the performance of TSEM.

**Lemma 1.** For any task arrival rate \( \lambda \), there always exists an optimal policy \( \pi_1 \), which is independent with the queue length. Besides, \( \pi_1 \) satisfies the following conditions:

\[
\begin{align*}
E \left[ \sum_{i=1}^{N} \tilde{\psi}(u_i(t)) \right]_{|\pi_1} & = \sum_{i=1}^{N} \tilde{\psi}^*_i(\lambda) \\
E[u_i(t) | \pi_1] & \leq E[a_i(t) | \pi_1] \\
E[m_i(t) | \pi_1] & \leq E[x_i(t) | \pi_1] \\
E[a_i(t) | \pi_1] & \leq E[s_i(t) + m_i(t) | \pi_1] \\
E \left[ \sum_{i=1}^{N} g(t)(w_i(t) + a_0 x_i(t)) | \pi_1 \right] & \leq \bar{J}
\end{align*}
\]

where \( \sum_{i=1}^{N} \tilde{\psi}^*_i(\lambda) \) is the maximum system utility with \( \lambda \).

**Proof:** We can prove Lemma 1 with Carathéodory’s theorem [25]. However, the details are omitted here for the sake of brevity.

Note that there exist an upper bound \( \hat{\psi} \) and a lower bound \( \tilde{\psi} \) for the system utility. Define

\[
\tilde{Q} = \lim_{T \to \infty} (1/T) \sum_{t=0}^{T-1} \sum_{i=1}^{N} [Q^D_i(t) + Q^M_i(t)].
\]

Based on Lemma 1, we drive Theorem 3 to analyze the performance of TSEM.

**Theorem 3:** When the task arrival rate is \( \lambda + \varsigma \), under TSEM, we can obtain

\[
\begin{align*}
\sum_{i=1}^{N} \tilde{\psi}_i^* - \sum_{i=1}^{N} \tilde{\psi}_i^{|TSEM} & \leq \frac{H}{V} \\
\tilde{Q} & \leq \frac{H + V(\hat{\psi} - \tilde{\psi})}{\varsigma}
\end{align*}
\]

(48)

(49)

where \( H \) is the constant in (33).

**Proof:** Recall that TSEM can minimize the drift-minus-utility. Then, for any policy \( \pi \), we have

\[
\Delta(\Theta(t)) - V \sum_{i=1}^{N} E[\log(1 + u_i(t)) | \Theta(t)]
\]

\[
\leq H - V \sum_{i=1}^{N} E[\log(1 + u_i(t)) | \Theta(t), \pi]
\]

\[
+ \sum_{i=1}^{N} Z_i(t) E[u_i(t) - a_i(t) | \Theta(t), \pi]
\]

\[
+ \sum_{i=1}^{N} Q^M_i(t) E[m_i(t) - x_i(t) | \Theta(t), \pi]
\]

\[
+ \sum_{i=1}^{N} Q^D_i(t) E[a_i(t) - s_i(t) - m_i(t) | \Theta(t), \pi]
\]

\[
+ K(t) E \left[ \sum_{i=1}^{N} g(t)(w_i(t) + a_0 x_i(t)) - J(\Theta(t), \pi) \right].
\]

(50)

Then, based on Lemma 1, we can derive that there exists an optimal policy \( \pi_2 \) satisfying

\[
E \left[ \sum_{i=1}^{N} \tilde{\psi}(u_i(t)) | \pi_2 \right] = \sum_{i=1}^{N} \tilde{\psi}^*_i(\lambda + \varsigma)
\]

\[
E[u_i(t) | \pi_2] \leq E[a_i(t) | \pi_2] - \varsigma
\]

\[
E[m_i(t) | \pi_2] \leq E[x_i(t) | \pi_2] - \varsigma
\]

\[
E[a_i(t) | \pi_2] \leq E[s_i(t) + m_i(t) | \pi_2] - \varsigma
\]

\[
E \left[ \sum_{i=1}^{N} g(t)(w_i(t) + a_0 x_i(t)) | \pi_2 \right] \leq \bar{J} - \varsigma.
\]

(51)

Substituting (51) into (50), it yields

\[
\Delta(\Theta(t)) - V \sum_{i=1}^{N} E[\log(1 + u_i(t)) | \Theta(t)]
\]

\[
\leq H - V \sum_{i=1}^{N} \tilde{\psi}^*_i(\lambda + \varsigma) - \varsigma \sum_{i=1}^{N} Z_i(t) - \varsigma \sum_{i=1}^{N} Q^M_i(t)
\]

\[
- \varsigma \sum_{i=1}^{N} Q^D_i(t) - \varsigma K(t).
\]

(52)
Taking expectations on (52) and summing over time, we obtain
\[
E[L(\Theta(T))] - E[L(\Theta(0))] - \mathcal{V} \sum_{i=0}^{T-1} \sum_{j=1}^{N} E[\log(1 + u_i(t))]
\]
\[
\leq HT - VT \sum_{i=1}^{N} \bar{\psi}_i^*(\lambda + \varsigma) - \varsigma \sum_{i=0}^{T-1} \sum_{j=1}^{N} Z_i(t)
\]
\[
- \varsigma \sum_{i=0}^{T-1} \sum_{j=1}^{N} Q_i^M(t) - \varsigma \sum_{i=0}^{T-1} \sum_{j=1}^{N} Q_i^D(t) - \varsigma \sum_{i=0}^{T-1} K(t). \tag{53}
\]
Without loss of generality, \(L(\Theta(0)) = 0\) and \(L(\Theta(0)) \geq 0\). Thus, dividing (53) by \(T\), we can obtain
\[
-V \frac{1}{T} \sum_{i=0}^{T-1} \sum_{j=1}^{N} E[\log(1 + u_i(t))]
\]
\[
\leq H - V \frac{1}{T} \sum_{i=1}^{N} \bar{\psi}_i^*(\lambda + \varsigma) - \frac{1}{T} \sum_{i=0}^{T-1} \sum_{j=1}^{N} Z_i(t)
\]
\[
- \varsigma \frac{1}{T} \sum_{i=0}^{T-1} \sum_{j=1}^{N} Q_i^M(t) - \varsigma \frac{1}{T} \sum_{i=0}^{T-1} \sum_{j=1}^{N} Q_i^D(t) - \varsigma \frac{1}{T} \sum_{i=0}^{T-1} K(t). \tag{54}
\]
Letting \(\varsigma \to 0\) and \(T \to \infty\), dividing by \(V\), we can obtain (48) in Theorem 3.
Rearranging (54), we obtain
\[
\leq \frac{1}{T} \sum_{i=0}^{T-1} \sum_{j=1}^{N} Q_i^M(t) + \frac{1}{T} \sum_{i=0}^{T-1} \sum_{j=1}^{N} Q_i^D(t)
\]
\[
\leq H + V \frac{1}{T} \sum_{i=0}^{T-1} \sum_{j=1}^{N} E[\log(1 + u_i(t))] - V \sum_{i=1}^{N} \bar{\psi}_i^*(\lambda + \varsigma)
\]
\[
\leq H + V \left( \hat{\psi} - \hat{\psi} \right). \tag{55}
\]
Taking expectations and dividing (55) by \(\varsigma\), letting \(T \to \infty\), we have (49) in Theorem 3.

In Theorem 3, it is proved that the gap between the result of TSEM and the optimal value of the original problem is upper bounded. Equation (48) demonstrates that the gap between the system utility of TSEM and the optimal result is upper bounded by \(H/V\). If \(V\) is sufficiently large, the system utility of TSEM can approximate the optimal value. In addition, in (49), the average queue length of TSEM is proved to be bounded. This shows that TSEM can always make all the queues stable. Therefore, TSEM is also able to guarantee the queuing delay of the tasks in all SBSs. Besides, combining with (48) and (49), TSEM can realize a tradeoff between system utility and queue length by tuning \(V\).

VI. EVALUATION

We conduct the experiments to evaluate the performance of TSEM. In the experiments, we consider a heterogeneous MEC network consisting of 15 SBSs and 1 MBS. The transmission power \(P_i\) of each SBS is uniformly distributed in \([5, 15]\) W [26]. Similar to [27], the task arrival rate \(A_i(t)\) is randomly generated in \([1, 8]\) Mb, and the required CPU number to compute 1-bit task of each SBS \(\psi_i \sim U[1000, 23000]\) cycles/b. The computing capacity of SBS is \(U[8, 10]\) GHz, and that of MBS is 20 GHz. A Rayleigh fading channel is considered, in which the channel gain \(h_i(t)\) is the exponential distribution with unit mean [11]. Furthermore, the EH rate \(e_i(t)\) is randomly generated in an interval \([0, 20] J\), and the price of power grid energy follows a folded normal distribution \(N(3, 3)\) [5]. The energy consumption coefficient of MEC servers \(\alpha = 10^{-4} J/\text{b} [8]\), and the energy budget \(\bar{J}\) is 3500. Besides, \(B = 10\) MHz [28], \(\sigma = 10^{-10} W\), and \(\tau = 1\) s. The time length of the experiments is 3000 s.

A. Parameter Analysis

1) Impact of Tradeoff Parameter: Fig. 1 shows the average system utility of TSEM with different \(V\). As the tradeoff parameter \(V\) increases, the system utility also increases. This result is consistent with the conclusion obtained by (48) in Theorem 3, where the larger value of \(V\) brings the higher system utility. It is because setting a large \(V\) means that the system utility is emphasized more than the queue length. TSEM would dynamically tune task scheduling decisions to improve the system utility. In Fig. 2, we show the queue length of TSEM with different \(V\). In the experiments, the queue length refers to the average amount of unprocessed tasks in all queues (in bit). We can see that with the rise of \(V\), the queue length also grows. This agrees with the conclusion obtained by (49) in Theorem 3, where increasing \(V\) would lead to a larger queue length. Together with Figs. 1 and 2, it can be observed that TSEM can achieve an arbitrary utility–queue tradeoff by changing the value of the tradeoff parameter \(V\).

2) Impact of Task Arrival Rate: Fig. 3 shows the average system utility of TSEM with different task arrival rates. In the experiments, the task arrival rate is set to \(\theta \cdot A_i(t)\). Specifically, three different settings of \(\theta\) are considered, i.e., \(\theta = 0.8, 1,\) and \(1.2\). From Fig. 3, it can be seen that the system utility rises with the increase of the task arrival rate. It is because...
if the task arrival rate becomes larger, TSEM would admit more computation tasks. Fig. 4 shows the queue length of TSEM with different task arrival rates. When the task arrival rate rises, the queue length also rises. However, we can see that TSEM can always stabilize the queue length. Combining Figs. 3 and 4, it can be seen that TSEM can adapt to the different task arrival rates and improve the system utility while still guaranteeing the queue stability.

3) Impact of MEC Computing Capacity: Fig. 5 shows the system utility of TSEM with different MEC computing capacities. In the experiments, the MEC computing capacity of SBSs is set to \( \eta \cdot L_i \). Similarly, three different settings of \( \eta \) are considered, i.e., \( \eta = 0.8, 1, \) and 1.2. From Fig. 5, we can observe that when the MEC computing capacity becomes larger, the system utility would rise. This is because, with the increase of MEC computing capacity, the processing ability of the MEC system also rises. In this case, TSEM would increase the amount of admitted computation tasks, which brings the larger system utility. Fig. 6 shows the queue length of TSEM with different MEC computing capacities. As expected, with MEC computing capacity rises, the queue length would reduce. It is because the system processing ability becomes larger when the computing capacity increases. Consequently, the queue length would decrease. From Figs. 5 and 6, we can see that with the rise of MEC computing capacity, TSEM can improve the system utility and stabilize the queue length.

B. Comparison Experiment

We further compare the system utility and queue length of TSEM with two benchmark algorithms. The two benchmark algorithms are listed as follows.

1) Lyapunov-based Algorithm With Single-Slot Constraint (LASSC) [22]: Instead of considering the time-average energy constraint (17) in the long term, this energy budget constraint is satisfied in every single slot. Then, Lyapunov optimization techniques are applied to solve the optimization problem with this single-slot constraint.

2) Fair Greed With Single-Slot Constraint (FGSSC): Inspired by [24], each SBS is prioritized by \( \frac{1}{\sum_{t=0}^{T-1} a_t(t)} \), and the computation tasks from a subset of SBSs are admitted according to the obtained priority. In addition, in order to save as much energy as possible, computation tasks prefer to be processed at the local SBS.

Fig. 7 shows the system utility with the three different algorithms. It can be observed that the system utility of TSEM is the largest among the three algorithms, and the system utility of LASSC is larger than that of FGSSC. It is because that TSEM is able to dynamically tune the TSEM decisions according to the dynamic task arrival, wireless channel as well as energy price. However, LASSC does not take the dynamics in the energy price into account when making energy management decision, and FGSSC makes decisions only based on
the current system information. Therefore, TSEM can outperform LASSC and FGSSC. Fig. 8 shows the queue length with three different algorithms. We can see that the queue length of TSEM is shorter than those of LASSC and FGSSC, and stabilizes quickly. In addition, the queue length of LASSC is shorter than that of FGSSC. From Figs. 7 and 8, we can see the superiorities of TSEM on improving the system utility and stabilizing the queue length.

VII. CONCLUSION

In this article, we have studied the TSEM problem in heterogeneous MEC with hybrid energy supply. We have formulated it as a stochastic optimization problem aiming at maximizing the average system utility while keeping the queue stable and meeting the energy budget. An online and distributed algorithm called TSEM has been proposed to derive the optimal solutions. The experimental results showed that TSEM could achieve a high system utility while keeping the queue length stable. For our future work, we would adopt the techniques of deep reinforcement learning to address the TSEM problem. In addition, the transmission interference among different SBSs would be considered in our future work.
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