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Fig. 5. State transition diagram of HC-MAC.

overhearing these packets defer their sensing and transmission,
and wait for the notiÞcation from this transmission pair or a
timeout.

When a transmission is Þnished, other neighboring nodes
contend the control channel with random backoff. Each of
them chooses a backoff counter within a contention window.
Each node maintains a variablecw, the contention windows
size, which is reset to a minimal value initially. The counter is
deducted by one after each contention slot. When the backoff
counter reaches zero, the node will try to reserve the control
channel by sending a C-RTS to the destination. If the C-RTS
packets from neighboring nodes collide, they will double their
contention windows. The node with the smallest contention
window wins, and starts the next stage while other nodes
freeze the counter until next contention period.

2) Sensing:A transmission pair which wins the contention
will reserve the channels and start to sense the spectrum. The
sensing phase has one or several sensing slots, each of which
includes the actual spectrum sensing and negotiation between
sender and receiver. Since the sender and receiver are now
synchronized, they sense each channel with the same amount
of time interval ts. After getting the results, the sender will
send an S-RTS to the receiver including the availability indi-
cator. Upon receiving S-RTS, the receiver will reply with an
S-CTS packet. Upon a successful exchange is made between
them, the spectrum availability for this channel is observed.
Thus, another overhead comes from such exchange of S-RTS
and S-CTS, which is denoted byte. The total cost to obtain
the status information of a channel ist = ts + te.

A sensing stopping or continuing decision is made at the
end of each spectrum sensing slot. The decision follows the
optimal stopping rule described previously. The unit spectrum
sensing timet, the maximum transmission timeT and the
hardware constraints (we assume they are identical for all sec-
ondary nodes) are used to achieve the stopping decision. The

Fig. 6. An example of 2 competing ßows.

decision is made by the sender and receiver simultaneously
and does not need any further negotiation.

For the probability of channel availability, they are assumed
to be known for the secondarynodes. If the probability is not
known in advance, the probability can be estimated with the
information collected at each sensing of the channels. If chan-
nel conditions are similar for all the channels, the aggregated
information for all channels is used to estimate the common
availability probability; otherwise, separated probability is
estimated for each of the channels. An estimation window
with the sizeEW can be used to approximate the probability
with the information collected within the pastEW sensing
slots. The previous estimation between the sender and receiver
must be synchronized, otherwise different decisions will occur.
This is achieved by piggybacking RTS/CTS exchanges in
contention and sensing stages. Each RTS/CTS exchanges the
estimation, while the Þnal decision uses the average of these
two.

3) Transmission: After the transmission pair makes the
stopping decision, they begin to use a set of available channels
to transmit packets. The transmission can include multiple data
packets and corresponding ACK packets. The maximum trans-
mission time is equal toT . After Þnishing the transmission,
the sender will send a T-RTS to announce the completion of
transmission; upon receiving the T-RTS, the receiver replies
T-CTS. This information exchange ends the deferring of the
neighboring nodes and starts the next round of contention.

One simple example is shown in Figure 6, where pairs
A-B and C-D contend for transmission. After pairA-B
obtains the control channelch0 (indicated by the number in
the parenthesis) via C-RTS/C-CTS control message exchange,
pair A-B starts to sense while pairC-D freezes its state and
backs off. When it Þnishes sensing two channels(ch1, ch2)
and exchanging S-RTS/S-CTS messages, pairA-B makes a
decision to stop sensing and enters into transmission stage.
It uses the two available channels simultaneously to transmit
DATA packets and the associated ACK packets. When the
maximum transmission timeT is almost expired, it stops trans-
mission and switches back to the control channel. To notify
the completing of spectrum usage, T-RTS/T-CTS messages are
sent. Upon receiving this last message exchange, pairC-D
resumes its counting down of the back off timer and competes
with pair A-B for the next round of spectrum usage.






