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Abstract—Successive interference cancellation (SIC) is an ef- iteration, the next strongest signal is decoded, and theegss
fective way of multipacket reception to combat interferene continues until either all the signals are decoded or a psint
in wireless networks. We focus on link scheduling in wireles reached where an iteration fails.

networks with SIC, and propose a layered protocol model and o .
a layered physical model to characterize the impact of SIC. Though significant progress has been made in MPR tech-

In both the interference models, we show that several existy Niques at the physical layer, little attention has been fatte
scheduling schemes achieve the same order of approximationdesign of support protocols at high layers. As not all conitpos

ratios, independent of whether or not SIC is available. Morever,  signals are decodable, it is indispensable to avoid harmful
the capacity order in a network with SIC is the same as that collisions (i.e., when the involved signals cannot be sated)

without SIC. We then examine the impact of SIC from first | ticul th ii . s 1 se t
principles. In both chain and cell topologies, SICdoes improve the n particular, as there are Specific requirements to ensre

throughput with a gain between 20% and 100%. However, unless feasibility of an MPR method, it is necessary to coordinate
SIC is properly characterized, any scheduling scheme canno the transmissions carefully to meet the requirements.

effectively utilize the new transmission opportunities. The esults  Dealing with interference is one of the primary challenges
indicate the challenge of designing an SIC-aware schedulin i, \yireless communication system design. In the literature
scheme, and suggest that the approximation ratio is indficient there are two major interference models: the protocol model
to measure the scheduling performance when SIC is available . : .
and the physical model. Though several extensions have been
introduced to the models to deal with MPR, the unique feature
of SIC is not captured accurately. For example, in [1], the
protocol model is extended by increasing the number of per-
. INTRODUCTION mitted interferers from zero td (N>1). The extension ignores
The capacity of a modern wireless communication systetime constraint in the received signal strength imposed by th
is interference-limited. Due to the broadcast nature, what sequential detection in SIC. To better understand schegluli
arriving at a receiver is a composite signal from all near-tyerformance, here we introduce layered physical model and
transmissions. In general, the receiver tries to decodeamd a layered protocol model, i.eM-protocol model, wherd is
transmission by regarding all the others as interferenak am pre-defined system parameter, to characterize the impact o
noise. When the arrivals of multiple transmissions overlagIC.
collision occurs and the reception fails. We take successive interference cancellation (SIC) [5] as
Multiple packet reception (MPR) is a promising techniquan example of MPR to study scheduling performance in a
at the physical layer to combat the interference. When thesli network with SIC. The protocol design has been considered
interfering with each other transmit simultaneously, areer only recently, e.g., link scheduling [6, 7] and topology €on
node can separate the collided signals with the MPR capabiltrol [8], in a network with SIC. However, it is lacking in
It is shown in [1-4] that MPR can significantly increase thanderstanding the generic behavior of a network with SIC.
capacity of a wireless network. To completely understand théfect of SIC, in this paper, we
SIC is an &ective way of MPR to resolve the transmissiostudy the scheduling performance from threfegent aspects.
collisions [5]. With SIC, the receiver tries to detect mpiki First, given a scheduling scheme that is unaware of SIC, we
received signals using an iterative approach. In eachtibera analyze the fect of SIC on the approximation performance
the strongest signal is decoded, by treating the remaingig sof the scheme. In our recent work [6, 7], we show that link
nals as interference. If a required SINR (signal to intenfiee scheduling with SIC is NP-hard in both thé&protocol model
and noise ratio) is satisfied, this signal can be decoded artt the layered physical model. As there is no optimal smhuti
removed from the received composite signal. In the subsgqueith polynomial time complexity for any NP-hard problem, we
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resort to an approximation scheme to perform the schedulingScheduling packet transmission in a network without SIC
We demonstrate that, in both thé-protocol model and the has been considered in [13, 14] based on the protocol model,
layered physical model, the same order of the approximatiand in [15, 16] based on the physical model. In [17], a schedul
ratio is achieved for several SIC-unaware scheduling selseming scheme is proposed to achieve a constant approximation
no matter whether or not SIC is available. A key insight ig thaatio in the protocol model. Also, figcient approximation
the number of simultaneous transmissions increases athmosalgorithms in the physical model are given in [16] under the
a limited factor after SIC is applied. assumption that transmitters can either broadcast at dwkep
The second contribution is the derivation of the capacity of not at all, and in [15, 18] by choosingftiirent transmission
a network with SIC and the finding that it has the same ordpowers for diferent transmitter nodes.
as that without SIC. In théM-protocol model, the capacity is The capacity of a random network in both the physical and
O(+/n) wheren is the total number of nodes. In the layerethe protocol models is examined in [9]. The capacity of an ad
physical model, if the transmission power can be set arilitra hoc network is studied in [19] underftirent topologies and
O(n) capacity is achievable; otherwise, the capacity falls mlowraffic patterns. Also, SIC is shown to improve the performance
to O(n-1/m), wheren is the path loss exponent. In comparisosignificantly in various wireless networks [20].
with the result in [9], the capacity order is not changed when To realize the potential of MPR, network protocols must be
SIC is applied. As a result, any scheduling scheme can aehielesigned accordingly. There are some studies to support MPR
the same order of the approximation ratio in a network withoin a centralized network [12] and in a distributed scenario,
SIC as that with SIC. e.g., distributed MAC [11] and joint routing and scheduling
The third contribution is the study of the impact of SIC fronj10]. SIC-aware protocol design in a network with SIC has
first principles. In both chain and cell network topologi8&C only recently been considered. For example, link schedulin
improves the performance significantly. The optimal thifougin a network with SIC is studied in [6, 7] based on both the
put with SIC is 20% to 100% higher than that without SiCprotocol and physical models. Also, in [8], topology cottro
However, unless SIC is properly characterized and exglpitds examined in a multi-user MIMO network with SIC.
any scheduling scheme cannoffegtively utilize the new
transmission opportunities. Moreover, there is an essenti . SYSTEM MODEL

correlation between the scheduling performance and thgeusa Consider a single-channel wireless networknadtationary

of the transmission opportunities from SIC. Therefore, tgodes (i.e.X = {Xg,..., %)) andN links. A link is denoted

accurately measure the performance of a scheduling schege| s or L, (1 < | < N) with transmitter nodes; € X and

in addition to the approximation ratio, new metrics are gl receiver nodeR, € X, respectively. We also us (1 <i <

to explicitly characterize the SIC capability. n) to denote the position of nods and |X;X;| the distance
All'in all, the results indicate the importance of designarg petween two node¥; and X;. Assume that:

SIC-aware scheduling scheme, and suggest that: first, $IC ca, a|| nodes are located in a planar area;

significantly improve the network capacity, and charaeteg . The signal removal of SIC is perfect;

the impact of SIC is indispensable to exploit the new trans-, The network node is homogenous. Each node has an

mission opportunities; second, the approximation ratiaas omni-directional antenna, operates in the half duplex
suficient to measure the performance of a scheduling scheme ,o4e. transmits with the same transmission power over

when SIC is available. The findings of this work should shed  he common wireless channel, and is not able to transmit

some light on the protocol design in a network of SIC and the multiple packets simultaneously.

impact of other similar MPR techniques on scheduling. « The transmission rate is the same for all transmitter nodes,
The rest of this paper is organized as follows. Section e  rate adaptation is disabled.

Il overviews the related work and Section Il describes the

system model. Section IV derives the approximation ratio ?s[]

two scheduling schemes when SIC is available. Section nal removal even without the near-fafest. We here do

gnalyzes the network capacity and Secthn Vi examines tﬁ t consider the fect of residual interference [20] and leave
impact of SIC. We conclude the research in Section VII. Tr]FaS a future work

proofs are given in Section VIIlI.

Note that signal removal is challenging in a near-far situa-
n. In practice, likely they will be residual interferemafter

A. Layered protocol model

Il. RELATED WORK In the original protocol model, there is one transmission

In the literature, there are two major interference modelsange and one interference range. A transmission f&ro
the protocol model and the physical model [9]. To deal witR; is successful whe8; is within the transmission range Bf
the MPR, the protocol model is extended by increasing tlaad there is no other active transmitter within the intenfiee
number of permitted interferers from zero ko (N>1) [10], range ofR,.
while the physical model is enhanced by allowing reception We propose a layered protocol model, i.e., Meprotocol
with a lower SINR threshold [11]. The model used in [12{M > 1) model. Here M is a pre-defined system parameter
correlates the reception probability with the number of -comand, without loss of generality, we assume thiis a bounded
current transmissions, while neglecting anffelience among constant and independent of the network size (ne.Let ry
transmissions. (1 < k < M) denote thekth transmission range, @ 6)rg



the kth interference range. In general, we assume tat IV. MAINTENANCE OF THE ORDER OPTIMALITY

fM-1>...>r1>ro=0andé >0 forall 1<k< M. For packet transmission, time is partitioned to slots of a
Definition 1 Link L; is ak-level link if re_1 < |SIR| < re. A constant duration. Each slot is for transmi§sion of one piack
signal fromX; to X; is ak-level (1< k < M) signal if r; < To megsure_the performance of a schedghng schechegule
IX:X;| < . Then a functiori/ is defined ag/(X;, X;) = k. In length is defined as t_he total number _of time slots_used by the
particular, Z4(X;, X;) = co when|X,X;| > ry. scheme. The objective of a _schedull_ng scheme is to qllocate
each link at least one slot while assuring the schedule theisgt
Link L; is acorrelated link of Lj if, U(Si,R) < oo, k = as short as possible. For a scheduling sch&napproximation
U(S|,R) < o0, and|SiR| > (1 + d)rk. When the two links ratio is defined as the ratio of the schedule lengthAofo
transmit simultaneously, in order to detect its desirechalig the optimal one, which is the minimum number of slots to
(ie., from Sj), R should first detect and remove the signadchedule all the links. Below, for each interference moudel,

transmitted froms;. choose a scheduling scheme to examine its performance in a
For a link L, suppose there aré (J < N — 1) links active network with SIC.

simultaneously withL andD (D < J) of them are correlated
links of L. Without loss of generality, all the links are ordered\.. Scheduling Based on the M-Protocol Model

with respect to the distance to the receiveL@sLy,....Ly;1,  The scheduling scheme shown in Algorithm 1 is similar to
whereLp,; is the targeting link.. SupposdSiRo.1l<... < that presented in [6] except the definitions of the incoming
ISs+1Ro-1] and the set of correlated links {&1, ..., Lp}. TO  and outgoing degrees. We show that, based oM#@otocol

successfully detect the signal bp.1, the required condition model, it achieves a constant approximation ratio no matter
is, for any integeix (1 < x < D), we haveu = U(Sx, Ro+1) <  whether or not SIC is available.
o0, and for everyx <y < J+1,

Algorithm 1: Scheduling based on thd-protocol model
Data: A set of links located arbitrarily on the plane
Result A feasible schedul&, o

_ 1 U « all links;
B. Layered physical model 2 repeat

. _— 3 Find a link L in U that has themaximum IN difference and
Let No denote the noise poweP, the transmission power, let L, ., denote themth chosen link:

and Pij = P/IS;R|" the received signal power & from S, 4 U — U~ {Lymea):

wherer is the path-loss exponent and usuallg 2 < 6. Link 5 until U ==

Lj is acorrelated link of L; if, at nodeR, the signal ofL; is 6 fori=ltondo _ _

sufficiently strong so that it can be detected in the presence7of Schedule linkL; in the firstd; available slots such that the

; : resulting set of scheduled links is feasible, whdrés the
that of L;. Afterwards, the signal of; is removed to reduce numbergof slots required by;:

the interference td;. The required condition is 8 If currently available slots are not Sicient to schedulel
i slots forL;, add new slots at the end of the sched8|g
Pj > g and schedule link; in these slots;
No + P: -

ISyRo+1] > (L+6y)ry.

(2) 9 end
10 return the schedul8& o;

where# specifies the reception SINR threshold.

_ForalinkL, suppose there ar& (J < N — 1) links active e first introduce the concept oK difference to order the
simultaneously with. andD (D < J) of them are correlated |jnks to be scheduled.
links of L. Without loss of generality, all the links are ordered . ) ] .
with respect to the distance to the receivet.asLy, ..., Ly, Definition 2 For link Lsg, a link that can interfere with the
whereLp.1 is the targeting linkL. SupposéSiRo.1| < ... < reception oflsr is defined as thinterfering link of Lsg. Based

IS341Rp41] and the set of correlated links &1, ..., Lp}. To ©On the M-protocol model, linkLsw is an interfering link of
successfully detect the signal bh.,1, the required condition Lsk WhenIS'R| < (1+6i)rk, wherek = U(S, R). Theincoming
is, degree of Lsg is the number of all interfering links. The disk

area centering aR with radius (1+ d)r¢ is defined as the

PR+t S 0.¥x <D interference zone of Lgg.
i D+1 — 7 -
No + 2 (x+1)<j<d+1 Pj 3) Definition 3 For link Lgg, a link that is interfered by sg is
PBH p defined as thénterfered link of Lsg. Based on théM-protocol

D+1 = 7
No + Z(D+2)sjs.]+l Pj "

model, link Lgr is an interfered link ofLsg when |SR/| <

(1+6k)re, wherek’ = U(S’, R). Theoutgoing degree of Lsgr
It is clear that the protocol model and the physical mod@ the number of all interfered links.
are a special case of the two new models, respectively. TB
original protocol model is the same as thleprotocol model
when M = 1, and the original physical model is the sam
as the layered physical model when no iterative detection isThe scheduling scheme is summarized in Algorithm 1,
allowed. which has two major procedures.

gfinition 4 The IN difference of a link is the diterence
getween the incoming degree and the outgoing degree.



« Link ordering: The first link that has thenaximum IN
difference is chosen. While not all links are scheduled,
do the following: select the link with the maximuhN
difference; and remove the chosen link. The selection
process provides a particular ordering of all links.

« Slot allocation: Time slots are assigned to each link from
the last one to the first. When the demand of a link is f
larger than one slot, multiple slots are assigned to meet e /g ------ A
the demand. If currently available slots are not enough, " 8 \ C
new slots are allocated to schedule the link. Finally, at
every time slot, a feasible link set is constructed.

In [6], it is shown that, when the demand is one for every
link, the schedule length of Algorithm 1 is bounded®gA"),
whereA™ is the maximum incoming degree. It can be verified
that this is still valid in theM-protocol model. (k-1,k,0) regio

Z de -
/Ak.l,l Ak.l,z.k '

A S

Lemma 1 (From [6]) Based on theM-protocol model, the

. Fig. 1: Partiti f the interf f linksr. Th
schedule length reported by Algorithm 1 is at mos'{2- 1). 9 artition of the interference zone of lirlks ©

shadow area is called &< 1, k, @) region with four endpoints
Now we present the approximation ratio of Algorithm 1. A1, Ac2, Ac-11, Ax-12.

Theorem 1 Based on the protocol model, Algorithm 1 has a

constant approximation ratio in a network without SIC. o ) )
simplicity of the interference model, e.g., no accumukativ

The basic approach to prove the theorem is to divide tlffect of interference is considered. Next, we show a similar
interference zone of a link into several regions. Fig. 1 showehavior in an accumulative interference model.
the partition of the interference zone: first drat circles
within the zone with radiugl, = @ (k=1,...,K) and
then divide the area between two consecutive circlesﬁ%ﬁb B. Scheduling Based on the Layered Physical Model

regions, wherer € (0, 2n) is a constant determined byyand : .
6. The shadow area in Fig. 1 shows an example of the regionWe study the performance of the scheduling scheme given

which is termed as & 1, k, @) region. The endpoints of the " ‘Algorithm 2 [16]. It consist of two steps: first, the probie

. instance is partitioned into disjoint link length classé®n, a
region are denoted b1, Ac2, Ac_11 andAx_12, whereAy - : i
and A reside on theh circle (i.e., with radiu E(léﬁ)r) and feasible schedule is constructed for each length clasg w@sin

A_11 and A1, reside on thel-1)th circle (i.e., with radius greedy strgtegy. For more details, please refer t.o [16].aor
(k—i)t1+a)r) AEtérwar ds. it can be shown that ('i) the numbenon—negauve integex, we say thatl; is anx-class link when
k) '

X R X+1
of regions, i.e.,K{%], depends om andé only, and (i) the 2 < ISiRl < 2™
incoming links whose senders are in the same region must ___ _ _
interfere with each other. In consequence, at |€4a") slots  Algorithm 2: Scheduling based on the physical model [16]

are required for an optimal schedule. Data: A set of links located arbitrarily on the plane
. Result A feasible schedule
Theorem 2 Based on theV-protocol model, Algorithm 1 has 1 Let R=R,,...,Roggm, Such thatR, is the set of linksL; of

a constant approximation ratio in a network with SIC. length ¥ < |SiR| < 21,
2t=1;
Theorem 1 is a special case of Theorem 2 whkr 1. The ;3 for all R, # 0 do

approach to derive the result whém > 2 (i.e., when SIC is 4 Partition the plane into squares of width 2¥;
available) is similar except threeftérences: (i) For a link;, 5 4-color the cells such that no two adjacent squares have the

the interference range is ¢6,)ru, whereu = U(S;, R); (ii) same color;

The set of incoming links is divided inth subsets such that 6 for JS:éLIé(ét4ch(2)r"

every link in thekth subset is &-level link; (iii) The number 4 repeat I

of regions depends offy, ..., I, 61,...,0m}. 9 For each squard of color j, pick one linkL; € Ry
To our best knowledge, Algorithm 1 is the first scheduling with receiverR in A, assign it to slot;

scheme that is shown to achieve a constant approximatiaon rét t=t+1

until all links of Ry in the selected squares are

in a network with SIC. However, though Algorithm 1 ma)}l Scheduled:

take advantage of some transmission opportunities from SI€ | end

its design is not SIC-aware. For example, the incoming degte end

of link L; counts all the links interfering; in the M-protocol 14 return the schedule;

model. WhernL; is a correlated link oL, though the impact

of the L; interference orl; is removablel; is still included

in counting the incoming degree &f. Definition 5 For a link set/, let length diversity, i.e., g(£),
One may argue that the result likely attributes to thdenote the number of non-empty length classes. N dte the




of power control and scheduling is beyond the scope of this
fp I and scheduling is beyond th pe of thi
J ok 5k paper, and we leave it for future work.

n Ju

It is shown in [16] that the approximation ratio of Algorithm
2 is O(g(ALS)) in a network without SIC. Theorem 3 shows

Fz’kB that the same order of approximation ratio is achieved when
K (b) SIC is available. Note that the scheme is unaware of SIC and

does not exploit any transmission opportunity from SIC. On

the other hand, it is shown that the capacity is significantly

2" increased when SIC is applied [20]. To explore why a SIC-

(a) unaware scheduling scheme can maintain its order optiynalit

in a network with SIC, we are interested in understanding

Fig. 2: (a) Partition of the plane into square grid cells afesi () the impact of SIC on the network capacity and (ii) the
1+ 2% (b) Partition of a cell into 9 subcells of side- 2¢/3.  scheduling performance in practice when SIC is applied.

V. CAPACITY ANALYSIS

To explore the generic behavior of the scheduling schemes,
9(L) = imme N; 3L, Lj € £: [log|SiRI/ISiRjl] = m}|. we analyze the capacity in a network with SIC.

set of non-negative integers, thg€t) is given by

For each 1< k < g(ALS), whereALS is the set of all links, Definition 6 ([9]) The network transports oriet-meter when
the plane is partitioned into square grid cells of sjide2, one _blt has been transported a dlstan_ce of one m_etertow;ard it
where destination. The sum of products of bits and the distances ov
1 which they are carried is defined as tinansport capacity.

1/

u=4(8- L) . .
= -2 To analyze the capacity of a wireless network, we scale

the network coverage area and consider thamodes are
Fig. 2 (a) shows an example of the partition. &be the |ocated arbitrarily in a disk of areA m? on the plane. The
number of cells and’j be the set of linkd; whose receiver is transmission rate over the channeWisbits per second. Each
located in theyth cell 'and 2 < ISiRi| < 2**1. Then we choose node can transmit bits per second on average and the network
a special sef’, such that.Li| = Maxi<x<gaLs)1<y<c{l L3} and  transportsinT bits overT seconds. The average distance of
let Ak, = | LK|. a link is B, which implies that a transport capacity 8hB

Lemma 2 (From [16]) Based on the physical model, theblt meters per second is achieved,

schedule length of Algorithm 2 is at mo&(g(ALS) - AK ky To sirlnp!ify the l;’:\nalysis, we relax thkl-protocol model,
in a network without SIC. e., replacing (1) by

When SIC is available, the performance of the scheduling ISi,Ral > (1 + 6y,)ISi,Ral- (4)

scheme is stated as follows. _ S
As |S;, Ryl < ry,, the new model is more optimistic in the

Theorem 3 Based on the layered physical model with unisense that a feasible link set in the “oli-protocol model is
form transmission power, the approximation ratio of Algjom  stil| feasible in the new model.

2 is O(g(ALS)) in a wireless network with SIC.
Theorem 4 Based on theM-protocol model, the transport

When SIC is applied, the schedule computed by Algorith@apacity of a network with SIC is bounded as follows
2 is still feasible. Therefore, with Lemma 2, we need to show

that the optimal schedule requires at le@$nX) slots. We B < ﬁ VAW 5 (5)
further partition a cell of sidg: - 2¢ into 9 sub-cells of side V)

5 -2%, as shown in Fig. 2 (b). Afterwards, we bound the number,
of links in £X such that (i) they transmit simultaneously; (||)
R is located in the same sub-cell; and (iify 2 |SiR| < 21, In the M-protocol model, the minimum if¥y, ...,6m} helps
The upper bound| depends only on the path loss expongnt us to bound the transport capacity of a network with SIC. Note
and the SINR reception threshofd As a result, an optimal that{si,...,dm} is determined by the system capability (e.g.,
schedule requires at leas /(9q) slots. the decoding policy) and independent of the network sizg,(e.

It can be verified that, if the transmission power is nom). As shown in [9], the capacity of a network without SIC
uniform, the length of the optimal schedule is decreasésl characterized byy. Hence, a slightly higher bound can
by a factor at mostr, where o is the ratio of the max- be expected when SIC is available. However, the order of the
imum transmission power to the minimum one. Thereforeapacity with SIC is the same as that without SIC.
the approximation ratio is stilD(g(ALS)) wheno is a small Now turn to the accumulative interference model. At first, if
constant. If the transmission power can be set arbitraaily,arbitrary transmission power is allowe@(n) capacity can be
higher gain can be expected when SIC is available. At théghieved. Consider a unique receiver néta the center with
time, the result of Theorem 3 no longer holds. The joint desigransmitter nodes$;, ..., Sy_1 at distances ads,...,d, 1 to

wheres = min{ds,...,o0m}-



of the approximation ratio can be achieved independent of

08 |- whether or not SIC is used.
Comparison with the previous results Franceschetti et al
06 - show that [21], by distributing uniformly an order afusers
o inside a two-dimensional domain of size of the ordernpf
O 04 - . . . .
the number of independent information channels is only of
02 - the order of 4/n, so the per-user information capacity must
follow an inverse square-root of law. Recently, Ozgur et
0 —— al indicate that [22], the spatial degrees of freedom litiota
12 13 14 15 16 17 18 19 2 21 22 found by Franceschetti et al is actually dictated by the di@m

Factor value K i
of the network, or more preciselWA/¢, whereA is the area

of the network ands is the carrier frequency. This number
can be heuristically thought of as an upper bound to the total
degrees of freedom in the network and puts a limitation on
the network capacity. The conclusion that the capacityescal
like 4/n comes from the assumption that the density of nodes
is fixed as the number of nodesgrows, so thatVA/¢ is

Fig. 3: Cumulative distribution function of the factor4D)%/".

R, respectively, wherel; > d, > ... > dy_3. The transmission
power levels (e.g.P; for nodeS;, 1<i < n-1) are given by

P1=6-d]-No proportional to y/n. Therefore, when the order of/A/¢ is
Pi=6-d'-(No+ Z Pe-d),1<i<n-1 larger than+/n, a higher capacity can still be achieved.
' i Our result is independent of the diameter of the network

and diferent from that in [1, 4], where it is shown that the
capability of MPR provides a higher order of capacity. The
pifference stems from the adopted interference model. In our
odel, we take into account a practical constraint on the
feceived signal strength required by the sequential deteof

When all the -1) nodes transmit simultaneously, noRe
can detect and remove the signal fr@m; to that fromS; in
sequence. Finally, node detects the signal from the furthes
nodeS;. As all the f— 1) nodes can transmit simultaneousl!

the capacity i0(n). T : .
If the transmission power cannot be arbitrarily chosers Ie§_lc' Theref(_)re, the_number of tran_smlss_mns n a composite
%gnal is strictly limited. In comparison, in the interfeme

simultaneous transmissions can be supported. In panticu del dinm bit ber of t it et
when the transmission power is the same at all the transmifaCde! use in [1], an arbitrary number of transmitter no c

: _ transmit simultaneously to a receiver nodeas long as they
nodes, the transport capacity falls downQgnt-1/n), o . )
P pactly ol ) are within a radius of from R and all the other transmitter

Theorem 5 In the layered physical model with uniform transnodes have a distance larger than-(@)r to the receiveR.
mission power, the transport capacity of a network with Si8ased on the model, when there are a unique receiver node

is bounded as follows and - 1) transmitter node€)(n) capacity is always achieved
_ 20+2.. VAW ) if all the (n—1) nodes are within a radius ofto the receiver.
AnB < (T)l/"7(1+ D)Y/mnlr=in (6)  Our results provide a deeper understanding of SIC. In fact,
d the results in the previous work (e.g., [2—4]) indicate that
nlog 22 -logo to obtain a higher order of capacity, the number (il&.of

whereD < 1+ ——F——. . o :
= log(1+6) simultaneous transmissions resolved by a receiver nodddho

Compared to the capacity of a network without SIC [9], thbe at some orders of the network size. For example, Guo et
difference is the factor (& D)7. Such factor is independental [4] show that, wherk = Q(+/logn), the capacity gain is
of the network size. Fig. 3 shows the cumulative distributioat least®(+/logn). When the network size is large, a receiver
function (CDF) of the factor when the aré&ais between 1 node is required to resolve the collisions among a huge numbe
and 100, the loss exponentis between 2 and 6, and theof transmissions. Obviously, the available technique$ as
reception threshold is between 3 and 13. The fact that theSIC cannot meet the requirement. This explains in part why
factor is always larger than 1 demonstrates the advantageSt€ cannot achieve the capacity as expected.

SIC. Nevertheless, even when the area is as large as 100, thReelation with rate adaptation: Rate adaptation (RA) is
maximum of the factor is less than22 deployed widely to ffectively utilize the dynamic channel in

It can be verified that, for non-uniform transmission powewireless networks [23, 24]. To understand the interplay Af R
the result in Theorem 5 is still valid except that the uppemd SIC, consider a three-node network scenario with two
bound of D is scaled by a constant factor when the ratio dfansmittersS; andS,, and one receiveR;. Without loss of
the maximum transmission power to the minimum one is generality, assum®;; > Pi,. Suppose thaB; and S, can
small constant. The proof is given in the appendix. transmit toR; separately, i.e.P11/Ng > 6 and P12/Np > 6.

It is shown in [9] thatO(+/n) is also a lower bound of the Consider the gect of RA on SIC first. With SIC, the two
capacity. Therefore, the maintenance of the order optiynalnodes can transmit simultaneously when /(N + P12) > 6.
shown in Section IV is not an exceptional behavior of th®therwise, a harmful collision occurs and no signal can be
chosen scheduling schemes, but inherently imposed by tletected. The relation betweeéh and S, is binary: either
fact that no meaningful gain is provided by SIC in terms dhey can transmit simultaneously, or not. In comparisorh wi
capacity scaling. For any scheduling scheme, the same orther help of RA, simultaneous transmissions can always be sup
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Fig. 4: lllustration of a network consisting of multiple dha.
The nodes within the rectangles areated by the transmis- Fig. 5: A snapshot of the optimal schedule at one slot in a
sion fromX; j to X j.1. network without SIC: (a) three chains and (b) four chains.

ported. To combat the interference, however, the trangoniss \We first derive the optimal average throughput in a network
rate should be adjusted accordingly. WHena/(No+P12) > 6, without SIC. As the transmission distancerijs the interfer-
as the signal fron®; can be detected and removed first, therence range is 3. Thus, a node can communicate directly
is no need forS; and S; to change the transmission ratewith its neighbor nodes. In Fig. 4, the five rectangles cover
Otherwise, bott8; andS; must use a lower transmission ratehe nodes that cannot transmit or receive simultaneougly wi
to tolerate the mutual interference. Next, consider tfiecé the ongoing transmission (i.€ j — Xi j+1).
of SIC on RA. With SIC, RA can utilize the channel more One chain When nodeXy; transmits toXy j.1, there are
efficiently. TakeS, as an example. Without SIC, the chosefwo interfered nodesXyj—» and Xy j_1) that cannot receive
transmission rate must tolerate both noise and the intatéer packets from a node other th¥a ;, and two interfering nodes
from Si. On the other hand, with the help of SIC, wherfx, ;,, and Xy j.3) that cannot transmit simultaneously. The
P11/(No + P12) > 6, the signal fromS; can be removed distance between two active transmitters is at least thope.h
first so that it is enough to consider théfeet of noise only. Hence, the average optimal throughputipkt/s.
Eventually, a higher transmission rate can be choseBby  Two chains The transmission at one chain caffeat

In summary, to achieve the optimal network performancghat at the other. For example, when nodg; transmits to
RA and SIC should be deployed jointly. It is thus importark; ;,;, in addition to the four nodes in the first chain (i.e.,
to extend the analysis to investigate the joifieet of SIC and {X; ;_5, X1 j_1, X1,j+2, X1j+3}), there are two interfered nodes
RA, which is one of our ongoing works. (X2j-1 and Xz j), and two interfering nodesg j.1 and Xz j2)

in the second chain. There is no spatial reuse among any four
VI]. SCHEDULING PERFORMANCE IN PRACTICAL  consecutive nodes in one chain and the four neighbors in the
NETWORKS other. The average optimal throughpu%ispkt/s without SIC.

The scheduling performance is examined in a neton<T3hree chains The distance betweex, (j > 1) andXs; is

with SIC from first principles. For simplicity, we limit the | XfG—rlz < 2rz. The distance b.etwe%_,j ‘?mdx&j’l (Or Xa+1)
discussion to theM-protocol model withM = 2. Note that IS “5 "2 < 2r2. Hence, there is no spatial reuse among twelve
whenM is larger, a higher performance gain can be expectétpdes at the three chains (i.%4,j t0 Xy j:3, X2j 10 X3 j43 and
Hence, the result foM = 2 is a lower bound of the gain from %3, 10 X3j:3, for j > 1). A snapshot of the optimal schedule at
SIC. Letr; = %rz, 6, = 1, ands; = 1/2. We investigate the ON€ slot is shown in Fig. 5 (a). The optimal average throughpu

. . . 1
scheduling performance in two scenarios. is 5 pkys.

. _ . . . Four or more chains: The distance betweeXy; (j > 1)
. Chain topology: Each chain contains afstiently large ) 3 . ’
- andXyjis 3x £ra2 < 2ro. The distance betweexy ; and X4 j-1
number of nodes located on a line. The network comprisés™ "™ 3ﬁ3 ’ :

one or more chains. (or X4j+1) is ~g=r2 > 2rp. Spatial reuse is feasible between
. Cell topology: In each cell, there is a receiver node at tffeN0de at thejth chain and that at thej{3)th chain. Thus,

center of a circle area and one or more transmitter nod@3 optimal schedule is to schedule the nodes in the first and

uniformly located within the area. The network comprise@urth chains together and the nodes in the second and third
one or more cells. chains in separate slots. A snapshot of the optimal schedule

at one slot is shown in Fig. 5 (b). At each slot, four packets
_ are transmitted among every 44 nodes. Therefore, the dptima
A. Chain Topology average throughput ig; = <& pkys.

Fig. 4 illustrates a network consisting of multiple chains, When there are more than four chains, note that the trans-
wherery = r, andry = r;. We assume that the number ofmission at the first chain does ndfect that at the fifth chain.
nodes in a chain is $liciently large and denote the node affhe same throughput can be achieved as that in a network
theith (i > 1) chain byX; 1, X2, .... At theith (i > 1) chain, with four chains.
every X j (j > 1) transmits at 1pkslot to X j,1. Now consider the impact of SIC. When there is only one
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Consider a network of two chains. When noig transmits
to X1 j+1, as the distance betweefi ; and Xy is rq, X j can

detect the signal fronk,; in the presence of a signal fromFig 8: A snapshot of the optimal schedule at one slot in a

X2j-1. This leads to a new transmission opportunity, Xg;;
and Xpj_1 can transmit simultaneously. Finally, a snapshéj\v?ttr\:\(l)%rtksﬁyour chains whemy = 2r>/5: (a) with SIC; (b)

of the optimal schedule at one slot is shown in Fig. 6 (a
The optimal average throughput%spkt/s. For a network of
three or more chains, due to the interference amofigreint
chains, a fewer number of simultaneous transmissions can

supported. The optimal schedules for three and four chas ) L
shown in Fig. 6 (b) and (c), respectively. Fig. 7 compares the throughput of the approximation

Table | summarizes the optimal average throughput for v&r(-:he_me With the opti_mal ones. Though the design_ of the ap-
ious network sizes. ThEIC gain is defined asTw—Tuo)/ Two proximation scheme is not SIC-aware, the scheduling scheme

whereT,o andT, refer to the optimal average throughput in an exploit some transmission opportunities from SIC when
network without and with SIC, respectively. When there is n%IIocatlng time slot for a link. As an approximation schedg|
SIC, spatial reuse is possible only after the signal fE@antly scheme, it is naturally sub-optimal. However, the throughp
attenuated. Therefore, with an increase of the number the scheduling scheme is close to the optimal one without

chains, the throughput decreases frém) . In comparison, C This means that the sub-optimality is compensated to a
when SIC is available, simultaneously transmlssmn isifdas Iargehextel?]t by the uste:gie of thﬁ SICr:] capabllltly Neverthlsesliaé
even when the transmitter nodes are close to each othereHetIl e throughput is much lower than the optimal one wit

SIC helps to obtain more spatial reuse and a much hIgI,Y(\é ich indicates that it is challenging to exploit all trarisgion

network throughput. The performance gain ranges from oggRportunities from SIC. ) _
to 100%. With different node distances, the degree spatial reuse

and the opportunities of simultaneous transmissions @@ al
different. For example, wheny changes frongr, to Zr,, the

distance betweer)1(1J and Xgj_1 (0or X4 ;1) is £rg < 2r5.

mterference

(b)

ortunities. To verify the analysis, we conduct simolati
1o investigate the performance of Algorithm 1.

TABLE I: Throughput comparison in chain topology.

Scenario | Single chain Two chaing Three chaing Four or more chains

Without SIC 74 78 79 11 As a result, there is interference between the nodes gttihe
with SIC 1/4 14 17 17 chain and those at th¢H4)th chain. The optimal schedule in a
SIC Gain na 100% 29% S7% network of four chains are shown in Fig. 8. In comparison with

Fig. 5 (b) and Fig. 6 (c), a column of nodes are required as
A scheduling scheme unaware of SIC cannot exploit tlgeiard nodes to avoid the interference. The throughput witho
transmission opportunity from SIC. For example, the siault SIC decreases téi and that with SIC i%. The gain provided
neous transmissions O j+1 t0 Xy jr2 and Xi.1j t0 X j«1 by SIC is 50%.
(k, j = 1) are prohibited without the capability of SIC. There- We also perform another group of experiments: bogh
fore, unless the unique feature of SIC is characterized, aagdry are chosen randomly betweénl andr,; the number
scheduling scheme will fail to recognize the new transmaissi of chains ranges from 4 to 10. Finally, about 12@Fetent
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Fig. 12: Normalized throughput versus the number of receive
topologies are generated. In addition, for every noglg a nodes in the cell topology.
transmission probability (6 ~ 0.8 in the experiments) is
adopted to determine whether or not it transmitsXg...
Fig. 9 shows the average throughput gain of SIC ifiedént \ith SIC, the simultaneous transmissions in a single cell ar
networks. There is no gain provided by SIC in about 28lways feasible in a network of multiple cells. The gain in a
topologies, where every two links do not satisfy the comstsa single cell is thus a lower bound of that in a larger network.
(i.e., (1)). In the remaining 100 networks, the throughpihg As it is impossible to accurately derive the optimal schedul

provided by SIC is on average 50% and up to 100%. length in a large network, we use simulation to investigaee t
performance. We sat, = 1/+/n and randomly chooses the
B. Cell Topology positions of the receiver nodes in & X 3r, plane. For each

Now we consider the cell topology. A cell is a disk are€ceiver nodeR, in the area centering & with radiusry, the
with radiusr,. In each cell, there is a unique receiver nodéansmitter nodes are generated uniformly with dengity
at the center and several transmitter nodes located uriform Fig. 11 shows the normalized throughput with SIC versus
within the cell. Letp denote the node density, i.e., the numbdhe number of receiver nodes withfidirentp. The 95% confi-
of the transmitter nodes per unit area. dence interval is also shown. The optimal average throughpu
Note that the 1-level interference range is-@grz = 1_90r2_ without SIC is normalized to 1. When the density is larger, a
Consider a network of a single cell, as shown in Fig. 16lightly higher throughput is obtained but thefdience is not
Let E; denote the area with distance to the receiver no mosignificant. Fig. 12 shows the normalized throughput vetiseis
thanry, E; betweerr; and r,, andE; betweenZr, andr,.  number of receiver nodes when= 10. The throughput of the
We use&,, & and&; to denote the three sets of transmittecheduling scheme is close to the optimal one without SIC but
nodes in the three areas, respectively. With SIC, the nadegnuch lower than that with SIC. As a significant gain as large
&, can transmit simultaneously with those&8g. The optimal as 80% is obtained when SIC is available, it is important to
schedule length i$S,| + maxX|E1l, |Esl}. Without SIC, as no explore how to exploit all the new transmission opportesiti
concurrent transmissions are permitted, the optimal sdbed Finally, we investigate the correlation between the schedu
length is|&E1| + |E2| + |E3. ing performance and the usage of the SIC capability. The
The areas ofE;, E, and E3 are 2Zr3, Zr? and 1%r5, simulation settings are the same except that: (i) the nétwor
respectively. Then, the optimal schedule length with SIC pane is %, x 5r,, and (ii) the maximum number of receiver
p(Zr2+3%r2) = 82, In comparison, the optimal schedulenodes is 50 ang = 10. Fig. 13 shows thehroughput
length without SIC is;rrgp. The performance gain is 19%. percentage versus theSIC utilization ratio when the number
When a network comprises two or more cells, the peof receiver nodes ranges from 30 to 50. The throughput

formance depends on the intersection amorffedint cells. percentage is defined as the ratio of the throughput of the
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& . VIl. CONCLUSIONS AND FUTURE WORK

08 R TS T This paper investigates the scheduling performance in-wire

= * - . . .

206 - P T, less networks with successive interference cancellafidter

H .‘Z L ”‘o‘;’.‘: M introducing two interference models to capture the impdct o

B4 . SIC, we show that the capacity in a network with SIC has the

Zo2 L same order as that without SIC. It is therefore not surpgisin

= that a scheduling scheme unaware of SIC maintains its order
0 optimality when SIC is available. We examine the impact

0 0.05 0.1 0.15 0.2 of SIC from first principles and find out that a significant

SIC utilization ratio

throughput gain between 20% and 100% is obtained from SIC.
Moreover, the performance gain of a scheduling scheme is
essentially correlated with the usage of the transmissppn o
portunities from SIC. This work demonstrates the imporéanc
of designing an SIC-aware scheduling scheme, and suggests
that the approximation ratio is not affigient indicator of the

scheduling scheme to the optimal one with SIC. The sig¢heduling performance when SIC is available. S
utilization ratio is defined as the ratio of the numberuséd There are several directions to extend the work. First, it
correlated links to the total number of correlated linkst Le 1S one of our ongoing works to define a performance metric

be a correlated link of,, L; is used when the same time slot0 Properly evaluate the usage of the SIC capability for a
is assigned td.; and L,. scheduling scheme. Second, it is important to consideioihé |
The correlation cocient between the throughput percent(-JIeSIgn qf Im_k _schedulmg and power control in network with
o A . ... SIC. Third, it is necessary to consider thigeet of imperfect
age and the SIC utilization ratio is given in Table Il with

: . ignal removal, especially in a near-far situation. Finatlis
different numbers of receiver nodes. For each number, t% P y ¥

experiments are repeated 500 times withfedent random interesting to study link scheduling in a network with boticS

seeds. It is clear that with a higher utilization ratio, aHgg and rata adaptation. Currently, we do not consider tiece

o L . of rate adaptation and the present studies should be eVisit

throughput can be expected. This is not surprising since T . . )
) S ) ctarefully when the transmission rate is adjusted adaptivel

a higher utilization ratio means that a larger number o

transmission opportunities from SIC have been exploitad. |

addition, the fact that the correlation dbeients in Table Il are VIIl. SUMMARY OF THE PROOFS

close to or larger than 0.5 indicates the essential comelat .ot o Theorem 1: With Lemma 1. it is sfiicient to show
between the scheduling performance and the usage of the %Hgt the optimal schedule length is a’t leXn")

capability. The relatively low utilization ratio points bthat Suppose the incoming degreeladx is A, For any incom-
there is still a large room for future work to fully exploit. R '

L2 . . ing link Lsy'r of Lsr, we havelS'R| < (1+46)r. UsingR as the
the SIC capability in the design of protocols such as a “r@enter we can drak circles with radiusde = (1 + 6)kr /K
scheduling scheme. ’

(k = 1,...,K) and divide the interference zone bfg into
several regions (cf. Fig. 1). The number of the regions is at
mostK[2r/a]. Both K anda are constants determined by
TABLE II: Correlation codficient between the throughputands. The values of them will be specified later. Forka-(1,
percentage and the SIC utilization ratio. k, @) region, lettingD(k — 1,k @) be the maximum distance

Number of receiver nodgs 10 20 30 40 50 . . .
Correlation coficient {0537/ 0,508 0.485 0.552| 0.488 between any two points in the region, we have

Fig. 13: Throughput percentage versus the SIC utilizatitio r
in the cell topology.

D(k — 1k, @) = max{|Ac1A-11l, A 1A-1.2], |Ak 1A 21}

As a common metric for all approximation algorithms,
approximation ratio fails to carry flicient information about
the usage of the transmission opportunities from SIC. As a \/

. 12| = 4Jd2 +d2 , — 2dcdk_1 COSa
result, to accurately measure the performance of a schmeduli A1A-12] k™ 1 T Skl
scheme, in addition to the approximation ratio, new metrics [A 1A 2|l = dk V2 — 2 cosar.
are required to explicitly characterize thffeet of SIC.

It is clear that|/A1A-11] = (1 + )r/K, and

. . ) . Now, we show that, if
In summary, two important observations are obtained. First

though there is no improvement in the capacity order, the D(k-1,ka)<s-r (7)
performance gain obtained from the new transmission oppor-

tunities due to SIC is significant, i.e., between 20% and 100%en any two incoming links whose senders are in the same
Second, the approximation ratio is not dfstient indicator of region must interfere with each other. Considering two such
the scheduling performance in a network with SIC. Even foriacoming links, e.g.Ls,r, andLs,g,, then

scheduling scheme with a constant approximation ratiaethe

are still many transmission opportunities not yet exphhite IS1Ra| < [S1S2| + [SzRe| < 1 + D(k—1,k, @) < (1 +5)r.



Next, we show how to chood€ anda to satisfy (7), which
is equivalent to the following three inequalities

(1+8)r/K<6-r (8)
o2+ 2 |~ 2ddh s cosa <61 )
d«V2-2cosa <6-r. (20)

Substitutingdy_; = dk — (1 + 8)r/K in (9), we have
f(dk) =2(1 - cosa) - d?
1+6 (1+06)2 ,
—2(1—003&’)'T'r'dk+T’r (11)
<6212,

It is clear thatf(dx) monotonically increases witt when
d« > (1 + 6)r/K (which is true whenk > 1). Thus, f(dy)
is maximized wherdy = (1 + &)r (i.e., k = K). Substituting
dq = (1 +6)r in (11) and rearranging, we obtain

(1-xAP+1-A?
2(1- xA)
whereA =6/(1+6) andx = 1/(K - A).

ChoosingK = (1 + 6)?/6% and substituting it in (12) yield

62
2(1+6)%

It can be verified that, wheK = (1 + 6)?/6% and «
arccos(1- m)’ (8) - (10) are all satisfied.

Now we divide the set of the incoming links d&fsg into

< cosa (12)

cosa > 1-

11

where Z1 < Ki[2r/a1]. ThenS; is divided into Z; subsets
such that the links whose senders are in the same region are
grouped together. Consider & € 1, k, a1) region, and let

D(k — 1,k a1) be the maximum distance between any two
points within a k- 1, k, a1) region. If

D(k— 1k, a/l) <o01-Nn (13)

then any two incoming links it8; whose senders are in the
same region must interfere with each other. For two such
incoming links, e.g.Ls,r, andLs,gr,, we have

[S1Ry| < 1S1So| + [SoR| <11 + D(k -1k, a’]_) < (1 + 51)[‘1.

With the same process as in the proof of Theorem 1, one
can obtain a feasible setting & anda; to satisfy (13), i.e.,
Ki = 2, anda; = arccos(l- 5), wherep = @) . L As
U(S,R) can be 1 or 2, we set

1+61) (1+62) I
01 ’ 01 ri '

For S,, we can drawK; circles centering aR with radius
d« = L+8r/Kz (k = 1,...,K3). Similarly, we divide the
interference zone intaZ, regions, whereZ, < Kjy[2r/a2],
andS, into Z, subsets such that the links whose senders are
in the same region are grouped together. Consid&r-al( k,
a») region, and letD(k — 1,k, a2) be the maximum distance
between any two points within & ¢ 1, k, a2) region. If

B =max

D(k—1,k a2) < 62-r2 (14)

several subsets such that the incoming links whose sentersigen at most two incoming links i, whose senders are in

in the same region are grouped together. The number of thy

@ same region can transmit simultaneously. For two such

subsets is at mo:k(r%]. As the links in the same group mUStincoming links, e.g.Ls,r, andLs,r,, We have
4 "I 11 221

interfere with each other, the least number of slot requingd
an optimal solution is
Ain
Kr2r/al
Proof of Theorem 2 With Lemma 1, it is sfficient to show

that the optimal schedule length is at IeB}{W”).
Suppose the incoming degree lofg is A, First, consider

QAM.

|S1Ry| < |SoRy| + |S1So| <10 + D(k -1k a’z) < (1 + 52)[‘2.

As M = 2, in a composite signal, at most one signal can be
removed by SIC. Hence, when three or more links transmit
simultaneously, at any receiver node, at least one intager
signal that can interfere the two-level signal is retainad.
every link in S, is a two-level link, a detection failure must

the case ofM = 2. Let S; denote the set of the incomingoccur when three or more links in the same subsetSpf

links Lgr Of Lsg such thaiS’R’| < r; and S, the set of the
remaining incoming links. ObviouslyS;| + [S,| = A™. Then,
« We can divideS; into at mostKl{i—’ﬂ subsets, wher&;
anda; are determined byry, rp, 61, 62}. The links in the
same subset interfere with each other.
« We can divideS, into at mosthri—’j subsets, wher&,
and a, are determined byrq,rp, 1,82}, In each subset,
at most two links can transmit simultaneously.

The optimal schedule length is at least

maq_ISU Sl AT AT
Kif2n/a1] 2Ka[2r/az] 2K1[2r/a1]” 4Ka[ 27/ az]
Aln

= Q(AM).

max 2K [2r/a11, 4Ka[ 27/ a2}

Letr =rqsR), 0 = dysRr. ForSi, we can dravK; circles
centering atR with radiusdy = (1 + 8)r/Ky (k = 1,...,Ky)
and then divide the interference zonelgk into Z; regions,

transmit simultaneously.

With the same process as in the proof of Theorem 1, a
feasible setting oK, and @, can be derived to satisfy (14):
K, = 82, anda, = arccos(1- ﬁ), where

yL+02) (+61) T,
02 ’ 02 ) '

Now turn to the case oM > 3. We divide the incoming
links of Lsr into M groups: for 1< j < M, §; contains the
incoming link Ls;r such thatrj_; < |S'R| <rj. Then,

« We can divideS; into Klfi—’lf] subsets, wher&; anda
are determined byrl,...,rM,él,...,éM}. The links in
the same subset interfere with each other.

We can divideS;j (2 < j < M) into K;[ £ subsets, where

K; anda; are determined byrs,...,rw,d1,...,0m}. In
each subset, at most two links can transmit simultane-
ously.

B =ma
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The optimal schedule length is at least We divide a cell into 9 sub-cells of sidg 2%, For two links

S| 1S,| ISul Li, Ly € Lﬁq, whenR; andRy are in the same sub-cell, we have
max K1|-27T/01-|’ 2K2|'27r/a2'|’ creo 2Kml 27/ am] 2K < |SxR«| < 2k+1 and|RRi| < \/Zu .2k, Then,
] Ain Ain Ain \/— \/—
> min{ MK [Z] 2MKa[27/az]” " ZMKMfzﬂ/am} IS)RI| < ISxRul + IRyR| < 21 + 2’“ 2K = (5 2'u +2). 2
a1
B AP and
M- max{Ki[2r/a1], 2Ka[ 27/ 2], . . ., 2Ku[ 21/ am]} ISR = maxX|RR| — [SxRyl, ISxRd — IR«Ri[}
_ n
= (A%, ‘/_# T Vou 212
First, for 1<i <M, 3< j < M, define 3 '
~ (L+61) 11 (L+6m) rm Now we bound the number df; links such that (i) they
Bi = ma)({—é'i T s ’ f_i} transmit simultaneously, (iR is located in the same sub-cell,
(1+ 51)[‘1 (1+ 5M)r|\/| and (”l) X <ISiR| < 2k+L,
Bi(z) = max — _ AR A ) To ensure the successful detectiorLgk, all stronger inter-
Mi-1 (1+f)r] 2 Mi-1 (1+§)r1 2 . . ' .
- - . fering signals must be removed and the aggregate intederen
where¢ e (0, min{, ..., ™=} - 1) is a small constant. of the remaining should be tolerable. Consider a linkg,
Letr = ryspr), 0 = duisr- For each 1< j < M, we can th IS\Ri| < |SiR|, we have
drawK; circles centering aR with radiusdy = (1+6)r/K; (k = P
1,...,Kj), and divide the interference zone in®; regions, _\SXR,»W < [V2u/3—22ik
wher_e Zj < Kj[2r/aj], and Sj into Z; subser such that " No+ SisRizisRI ‘Sy% " No+ Dis,RESR By%
the links whose senders are in the same region are grouped P
together. < IVawzam2k (V2u/3+ 2y
The processes of bots; and S, are similar to that when T - m il @/3 —

= 2. A feasible setting forS; is K; = 1/,81, anda; =
arccos(l 262) while a feasible setting fos; is Ko = 1/85, Thys, Qi < V2u/3+2 ). On the other hand,

< 9 7
anda; = arccos(1- 2) Va3 o

ForS; 3<j< M) consider ak - 1, k, «;j) region, and 0 < |SiRi|" < x
let D(k - 1,k, @) be the maximum distance between any two " No+ Xis,RizISRI ‘Sy% " No+ ZisRi2ISRI ‘Sy%

oints within a k-1, k, «;) region. If
P ‘ i T)k g<5 . By
( -4, ,a])— J'r] ( ) QZW (o)
and Thus,qz < (V2u/3 + 2)/6. Therefore, if there are more than
D(k- 1,k aj) < rj_1— (1+&)r 2 (16) (01 + 02) links satisfying constraints (i)-(iii), for an active kn

L;, either the signal oL; or that of a correlated link of;
then at most two incoming links i¥; whose senders are incannot be detected. The least number of time slots required t
the same region can transmit simultaneously. For two susbthedule the links imK, is
incoming links, e.g.Ls,r, andLs,g,, we have AK

oo oy = an).
IS1Ry| < IS2Rs| +1S1Sa| < 1j + D(k - 1k, aj) < (1 + 6))rj. 9- (01 + )

Proof of Theorem 4 The proof is mainly based on [9].
Considering thebth bit (1 < b < AnT), suppose that it moves
IS1Ra] > IS2Ra| = 1S1Sal > rj-1 — D(k - Lk, @j) > rj_2. from its origin to its destination in a sequencehb) hops,

where thehth hop traverses a distance r@t Then,
Thus, atR,, the strongest interfering signal is at most a T o)
n

(j — 1)-level signal, and the weakest one can at least interfere h —

the j-level signal. As every link inS; is a j-level link, any b_lhz_;rb 2 ATB. (17)

three links inS; whose senders are in the same region cannot ] B ]

transmit simultaneously. Note that in any slot at most/2 nodes can transmit. Hence,
With the same process as in the proof of Theorem 1, to AnT

satisfy (15), a feasible setting can be derivecKag) = 1/, H:= Z h(b) < — (18)

anda; = arccos(l- 2,32) Similarly, to satisfy (16) a feasible

On the other hand,

Consider ak-level link Lsg and ak’-level link Lsr (1 <

setting isK 1 , and arccos(1- . N
9 isKje) = 1/fg) *i@ = ( 23 ) k, k' < M). If they can transmit simultaneously, we have

Finally, when 3< j < M, a feasible settlng is given by
Kj = maxKju), Kjz} andaj = minfajq), je)}- IRR| > |SR| - SR = (1+ 6x)IS'R| - ISR
Proof of Theorem 3 With Lemma 2, it is sfficient to show
that the optimal schedule length is at leggnk). IRR| > |S'R - [S'R| > (1 + 6)ISR — [S'R].
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of them are correlated links df. Without loss of generality,
all the links are ordered with respect to the distance to the

RIS

(2) (®)

Fig. 14: lllustration of the common area betwegnand A;:
(@) r@ < V2ra; (b) V2ry) <re < 2.

Adding the two inequalities, we obtain
1
IRR| > E(o‘k/|S’R'| + 6kSR]) > (—;(ls’F(l +|SRY)

wheres = min{éy, ...,0m}-

receiver of L as Ly,...,
link L. SupposgSiRp;1] < ... <
correlated links iqLy, ...,

PR > 4.

P21 >6- (PR +

Lp}. We have
P5+l

D+1<x<J+1

D+1<x<J+1

P> g(1+0)t Y PR

D+1<x<J+1

Note thatP?* < P and Yp,1cxeser PR > (I -

Lj+1, where Lp,; is the targeting
|S;+1Rp+1| and the set of

D PR zea+e) > PR

D+1<x<J

(23)

D+1)-

Hence disks of rad|u§ times the lengths of hops centereoli Substltutlng the last mequallty in (23), we obtain

at the receivers are essentially disjoint. lighy = ‘5 h and

2VA/ !

ray = VA/m, thenrp < 2rq). Let A; denote the network P>01+6)°t - (J-D+1)- L (24)
coverage area and, the disk centering at a receiver node (2VA/ \myn
R with radiusrz. The common area betweeyy and A; is As J-D+1>1, we obtain
minimized whenR, is near the periphery af;. The shadow 2\//1
regions in Fig. 14 illustrate the common area, for g) < U'Og —logo (25)
V2ray and (b) V2ray < rz) < 2ra). It can be verified that the =1+ Iog(1+ 0
common area is at least a quarter/of. As at mostWr bits .
o : For the detection ofp,1, we have
can be carried in a slot of length from a transmitter to a
receiver, at anyth slot ¢ > 1), we have P/ISp+1Rp+al” -0
AT heb) No + X (p+1)<j<asjzk P/ISjRosal” —
Z ZD(b h, t) 2 b <A Rewriting the inequality, we obtain
b=1 h=
L0 - . P/ISp+1Rp+1l” 0
whereD(b, h,t) is one when théth bit is transmitted over the Not 3 L P/SRoul 2179 (26)
hth hop at thetth slot, and zero otherwise. AB comprises 07" 4u(Drl)sj=d+l 17D+
one or more slots, summing over the slots gives Hence,
anT hb) o 1+6 P
b0} |Sp+1Rp+1]" <
Z Z (rb)2 < WT. (19) oo & No+ Xps1)<j<is1 P/ISjRoal” 7
b=1 h=1 1+6 P ( )
This can be rewritten as 6 No+(Z&)"?(I-D+1)P
%% ()2 < 16AWT (20) which leads to
—(rf .
As the quadratic function is convex, we have 1<k=41 o+ (z0)"*(I-D +1)
T ) T ) 1+6 (4A)n/2 J+1 (28)
2 . 2 =0 J-D+1
—(r —(r 21
(ZZ () < ZZ (rp) (21) 1+9 2
et < — ( )"/ -(1+D).
which leads to A | H
s a result, we have
AT h®) 4 T6AWT
PIEOE o (22)  amhm g,
61 et m Dby < — 2 (A/m)™2.(1+D)WT.  (29)

Substituting (17) and (18) in (22) gives

AnB < \/E@V Vn.
T

Proof of Theorem 5 The proof is similar to that of
Theorem 4 except the fierence stemming from the need to
replace (19) by a new expression.

Consider the reception of link, suppose there ard
(J £ N-1) links active simultaneously with andD (D < J)

b=1 h=1

B < (2+26?)1/,, VAW

S+ D)l/T] . n@=Din

The rest of the proof proceeds along lines similar to those of
Theorem 4, invoking the convexity of instead ofr2. Finally,
we obtain

(30)

For non-uniform transmission power, let = Pmax/Pmins

wherePpnax is the maximum transmission power aRgli, the
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minimum one. The above statement is still valid wheiis a [9] P. Gupta and P. R. Kumar, “The capacity of wireless
small constant except a new expression for the upper bound of networks,”IEEE Trans. Information Theory, vol. 46, no. 2,
D. It is easy to see that (23) still holds. Afterwards, we have pp. 388-404, 2000.

PP < Prax and Ypqaxcss1 PR > (J-D + 1) (ZVF_;";‘Q/;),]. [10] X. Wang and J. J. Garcia-Luna-Aceves, “Embracing
Then, we obtain interference in ad hoc networks using joint routing and
P scheduling with multiple packet reception,” ifroc. IEEE
Pmax> 01+ 6P 1. 0-D+1). — . (31) INFOCOM'’ 08, pp. 843-851, 2008.
(2VA/ \r) [11] G. D. Celik, G. Zussman, W. F. Khan, and E. Modiano,
AsJ-D+1>1, we have “MAC for networks with multipacket reception capability

and spatially distributed nodes,” iRroc. IEEE INFO-
. (32) COM’'08, pp. 1436-1444, 2008.
(2VA/ Vm) [12] Q. Zhao and L. Tong, “A dynamic queue protocol for
Rewriting the inequality, we obtain multiaccess wireless networks with multipacket recep-
tion,” |EEE Trans. Wireless Communications, vol. 3, no. 6,
nlog 22 + logo - loge (33 _Pp-2221-2231, 2004,
log(1+ 0) : [13] T. Nieberg, J. Hurink, and W. Kern, “Approximation

) ) ~ schemes for wireless network®CM Trans. Algorithms,
Following the same process, we can obtain the capacity | 4, no. 4, pp. 1-17, 2008.

finally with the same expression as (30).

0 2 Pmax/Pmin 9(1 + 6’)D_l :

D<1+

[14] M. Dinitz, “Distributed algorithms for approximating
wireless network capacity,” iRroc. IEEE INFOCOM' 10,
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