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Abstract—Node cooperation has been demonstrated promising in system performance improvement for wireless networks. To effectively provision packet-level quality-of-service (QoS) in wireless mesh networks (WMNs) supporting heterogeneous traffic, medium access control (MAC) with service differentiation is imperative. In this paper, we study the problem of non-altruistic non-reciprocal node cooperative resource allocation for WMNs with QoS support, taking subcarrier allocation, power allocation, partner selection/allocation, service differentiation, and packet scheduling into account. Due to the NP hardness of our resource allocation problem, we propose two low-complexity yet effective approaches based on the Karush-Kuhn-Tucker (KKT) interpretations, tailored for WMNs with QoS assurance and MAC-layer service differentiation. Further, simulation results show that both proposed approaches can effectively provision packet-level QoS and enhance system performance. Our study also sheds some light on the question of whether and when non-altruistic node cooperation is beneficial to WMNs.
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I. INTRODUCTION

WIRELESS mesh networking has emerged as a promising solution for future broadband wireless access [2]. Wireless mesh networks (WMNs) generally comprise gateways, mesh routers, and mesh clients, organized in a three-tier hierarchical architecture [2]. Recently, wireless mesh networking for suburban/rural residential areas has been attracting a lot of attentions (e.g., Wray WMNs [3]). Mesh routers can be set up at premises in a neighborhood, forming a resilient mesh backbone and providing an all-wireless environment [3].

As increasing throughput in a WMN is the key to the success of providing an all-wireless environment, different resource allocation strategies have been proposed to provide a high-speed mesh backbone with quality-of-service (QoS) assurance (e.g., [4]). To further enhance the system performance, cooperative diversity or node cooperation can be employed to achieve a spatial diversity gain by way of a virtual antenna array formed by multiple wireless nodes in a distributed fashion [5]. In fact, node cooperation has been demonstrated promising in improving the spectral and power efficiency of wireless networks without additional complexity of multiple antennas [6]. The basic idea behind node cooperation rests on the observation that the signal transmitted by a source node can be overheard by other nodes in a wireless environment. The source and its partner(s) can jointly process and transmit their information, thereby creating a virtual antenna array and achieving a desired diversity-multiplexing tradeoff [7]. Compared to traditional co-located multi-antenna techniques, node cooperation can provide a comparable spatial diversity gain without imposing extra hardware complexity.

Although there exists a rich body of research work on node cooperation in the literature [6]–[17], packet-level scheduling is mostly neglected, and the issue of QoS support and provisioning has not been carefully addressed. This phenomenon stems from the fact that previous research work mainly focuses on issues related to the physical layer. In this work, our goal is to devise an efficient and effective node cooperative resource allocation strategy tailored for WMNs with heterogeneous traffic. In particular, we focus on medium access control (MAC)-layer resource allocation in WMNs with QoS assurance and service differentiation. We consider regenerative mesh nodes and non-altruistic node cooperation, meaning that there is no pure relay in the system. Further, the node cooperation of interest is non-reciprocal, meaning that one node assists its neighbor but does not necessarily receive help from that neighbor. We also consider prioritized node cooperation so as to realize the notion of service differentiation.

The main contributions and significance of our work are two-fold:

1) We study the problem of non-altruistic node cooperative resource allocation for WMNs with QoS support, taking subcarrier allocation, power allocation, partner selection/allocation, service differentiation, and packet scheduling into account. Thanks to the Karush-Kuhn-Tucker (KKT) interpretations, we propose two resource allocation approaches tailored for the WMN of interest. Both approaches are shown to be effective in providing QoS assurance and service differentiation. Further, our approaches are of low complexity, leading to viable candidates for practical implementation;

2) Simulation results show that both proposed approaches are effective in packet-level QoS provisioning and system
performance enhancement over their counterparts. Our results demonstrate that the proposed approaches are less vulnerable to the changes in the system parameters such as the accuracy of traffic load estimates. Further, our study reveals a critical principle that whether node cooperation is beneficial depends upon the nature of node cooperation, the mode of network operation, and the traffic pattern.

The remainder of this paper is organized as follows. Related work is given in Section II. The system model is described in Section III. The problem of non-altruistic node cooperative resource allocation for WMNs with QoS support is described in Section IV. Two proposed QoS-driven resource allocation approaches with node cooperation are presented in Section V. Performance evaluation is given in Section VI. Finally, conclusions are presented in Section VII.

II. RELATED WORK

In the literature, there exists a rich body of research work on node cooperation [6]–[17]. Besides information-theoretic studies [7], most recent work on the topic of node cooperation can be classified into two groups: 1) distributed space-time coding design; and 2) resource allocation with relay selection. The first group focuses on the design and performance evaluation of distributed space-time coding (e.g., [6,8]). Spectral efficiency can be further improved by means of dirty paper coding applied at the transmitters [9]. With appropriate detection techniques, an additional diversity order can be attained in time-varying wireless channels [10]. However, most node cooperation strategies based on distributed space-time coding conceive the existence of pure relay nodes, which is not always feasible in practical WMNs. The second group aims at relay selection and resource allocation. Partner matching algorithms based on graph theory are proposed in [11], the objective of which is to optimize the energy efficiency; however, energy consumption is not a concern in WMNs. In [12], a distributed cooperative MAC protocol for multi-hop networks is proposed for relay selection. Game theory and auction theory are also employed to derive node cooperation strategies and cooperative resource allocation solutions (e.g., [13,14]). The performance results of the aforementioned approaches can be appealing; however, powerful central controllers are mostly required to execute those algorithms. In the case of austere suburban and rural environments, distributed control is preferred, yet directly applying those approaches to WMNs with decentralized control can be ineffective or inefficient. On the other hand, many of the existing partner selection schemes consider only measured (instantaneous) signal-to-noise ratios in choosing a partner (e.g., [7]), and most of the existing approaches focus on altruistic node cooperation. In the context of non-altruistic node cooperation, the availability of a potential partner and its QoS requirement should also be taken into account. In [15,16], the problem of partner selection for non-altruistic node cooperation is studied. Three partner selection schemes with power control are proposed in [15] for balancing transmit power and system performance, whereas two partner selection schemes are proposed in [16] so as to minimize the average outage probability. However, MAC-layer service differentiation is not addressed, for only a single class of traffic is considered in the aforementioned work. In [17], Zhang et al. propose a simple two-step scheme for the system throughput maximization problem with physical-layer QoS assurance. Without considering beneficial node cooperation, however, system performance can be undermined. In addition, both packet scheduling and packet-level QoS support are not taken into consideration, plausibly elevating the packet dropping rates for real-time traffic.

In this work, we propose two low-complexity QoS-driven node cooperative resource allocation approaches tailored for WMNs with heterogeneous traffic. Our proposed approaches are demonstrated efficient yet effective in providing packet-level QoS assurance and facilitating MAC-layer service differentiation.

III. SYSTEM MODEL

A. Network Model

We consider an orthogonal frequency division multiplexing (OFDM)-based WMN for suburban or rural residential areas, consisting of wireline gateways attached to the Internet backbone and a number of mesh routers and mesh clients scattered around, rendering a hierarchical multi-hop network (see Fig. 1). In specific, mesh routers mounted on the rooftops of the premises comprise a wireless mesh backbone, while mesh clients (e.g., laptops) associated with their closest mesh router constitute various access networks. The system model takes account the austere suburban and rural networking environments, which thwarts one-hop direct communications as opposed to multi-hop transmissions, providing ease of deployment and offering greater coverage of wireless access [2]. Mesh routers are assumed stationary and hence the channel gains can be estimated accurately. We consider that traffic traverses from mesh clients to mesh routers to the gateway only. Each mesh node is equipped with one transceiver having an omni-directional antenna, so that it cannot transmit and receive at the same time. To provide network stability and increase throughput, we assume that there is an efficient node clustering algorithm in place for the wireless mesh backbone [4], so that the notion of frequency reuse is taken into consideration, the cochannel interference level is bounded,
and each cluster is assigned a set of subcarriers. Consider a synchronized WMN, in which time is partitioned into frames, each containing a number of DATA slots. Two classes of traffic are considered, namely 1) rate-guaranteed (RG) traffic and 2) best-effort (BE) traffic. In particular, the RG traffic has a minimum data rate requirement and a delay bound requirement, whereas the BE traffic has no QoS requirement. Call admission control (CAC) is assumed in place such that the QoS requirements of an admitted RG traffic flow can be met. Node cooperation is considered and triggered as long as it is feasible and beneficial for system performance. In fact, there are many plausible node cooperation scenarios in the WMN of interest; however, in this work, we focus on a node cooperation scenario where cluster members cooperatively transmit their packets to a clusterhead.

B. Node Cooperation

Consider a transmission scenario involving three wireless nodes, namely Node $S$, Node $R$, and Node $D$. Node $S$ is to transmit data to Node $D$, while Node $R$ is viewed as a relay to help Node $S$ forward the data to Node $D$. We employ the Cooperation Protocol I suggested in [5] as our node cooperation strategy throughout this paper, and consider the decode-and-forward (DF) mode of cooperation (i.e., regenerative mesh nodes). In the first timeslot, Node $S$ transmits a packet to both Node $R$ and Node $D$. In the second timeslot, Node $R$ forwards the packet received from Node $S$ to Node $D$, while Node $S$ transmits another packet to Node $D$. Notice that, in this cooperation protocol, Node $D$ receives two copies of the first packet and one copy of the second packet in two timeslots. In traditional cooperative networks with nodes employing full transmit power, the achievable throughput per timeslot due to cooperative transmissions can be higher than direct transmissions, thanks to both spatial multiplexing gain and power gain. Unlike symbol-level cooperation where continuous symbol transmissions can be feasible, continuous packet transmissions are less realistic. Thus, in this work, we consider that a potential packet-level cooperation opportunity is given by

$$C_{DF} = \frac{1}{2} \log_2 \left( \frac{(1 + \gamma_{SD})^2 + \gamma_{RD}}{\gamma_{XY}} \right),$$

where $\gamma_{XY} = E_{XY} h_{XY}^2 / \sigma^2$ with $E_{XY} \geq 0$ being the received average energy at Node $Y$ from Node $X$, $X, Y \in \{S, R, D\}$, $h_{XY}$ the Rayleigh fading channel coefficient for the $X \rightarrow Y$ link modeled as an independent zero-mean complex Gaussian random variable with unit variance, and $\sigma^2$ the noise-plus-cochannel interference power level. In the case of non-altruistic node cooperation, due to the necessity of splitting the transmit power, $C_{DF}$ is given by

$$C_{DF} = \frac{1}{2} \log_2 \left( \frac{(1 + a_S \gamma_{SD})^2 + a_R \gamma_{RD}}{\gamma_{XY}} \right),$$

where $a_X$ is the scaling factor for the transmit power of Node $X$, i.e., $0 \leq a_X \leq 1$. Following the analysis given in [7], it can be proved that arbitrarily positive power allocation has no impact on the diversity performance in the DF cooperation mode with perfect decoding. By the same token, it can be further proved that, with $m$ potential relays, choosing the single best relay is sufficient to achieve the full diversity order in the DF cooperation mode with perfect decoding and arbitrarily positive power allocation. It is noteworthy that the case of $a_S = 1$ corresponds to the scenario of altruistic node cooperation. Compared to the channel capacity achieved by ordinary direct transmissions, denoted by $C_d = \log_2 (1 + \gamma_{SD})$, we can envision that a non-altruistic cooperative transmission may not always be advantageous over an ordinary direct transmission. Therefore, for the sake of overall system performance, node cooperation among mesh nodes should be considered in a holistic manner, to be discussed in Section V.

IV. QoS-Driven Non-Altruistic Node Cooperative Resource Allocation

There are various system constraints associated with the non-altruistic node cooperative resource allocation problem for WMNs. Let $M$, $N$, and $L$ denote the number of mesh nodes, the number of subcarriers available, and the number of timeslots (i.e., DATA slots) in a frame, respectively. The sum of the (non-negative) transmit power of each mesh node on the (allocated) subcarriers is bounded by a maximum power level:

$$\sum_{n=1}^{N} p_{m,n}^l \leq P_{\text{max}}, \forall m, l \text{ and } p_{m,n}^l \geq 0, \forall m, n, l$$

(1)

where $p_{m,n}^l$ is the transmit power of the $m^{th}$ node over the $n^{th}$ subcarrier on the $l^{th}$ timeslot and $P_{\text{max}}$ is the maximum power constraint of the $m^{th}$ node. With the help of node clustering, a number of subcarriers are allocated to each cluster. Here, we consider the case where each subcarrier can only be allocated to one transmission link without cooperation or at most two transmission links with node cooperation (i.e., a direct link and an assisted link) in a cluster. If node cooperation is employed, both a source node and its partner transmit data over the same subcarrier(s). In addition, since choosing the best partner is sufficient in terms of diversity performance [7], a node can have at most one partner at a time on condition that the node cooperation is favorable. The aforementioned constraints can be formulated as follows:

$$\sum_{m=1}^{M} c_{m,n}^l \leq 1 + \sum_{u=1, u \neq m}^{M} z_{mu}, \forall n, l \text{ and } c_{u,n}^l = c_{m,n}^l, \text{ when } z_{mu} = 1, \forall m, u, n, l$$

(2)

$$\sum_{m=1, m \neq u}^{M} z_{mu} \leq 1, \forall u \text{ and } \sum_{u=1, u \neq m}^{M} z_{mu} \leq 1, \forall m$$

(3)

$$c_{m,n}^l \in \{0, 1\}, \forall m, n, l \text{ and } z_{m} \in \{0, 1\}, \forall m, u$$

(4)

where $c_{m,n}^l$ is an indicator of allocating the $n^{th}$ subcarrier to the $m^{th}$ node on the $l^{th}$ timeslot and $z_{m}$ is the indicator of node cooperation offered to the $m^{th}$ node by the $u^{th}$ node. Notice that, in general, $z_{xy} \neq z_{yx}, \forall x, y$, as the node cooperation considered in this work is non-reciprocal (i.e., asymmetric). For the sake of notational convenience, we set $z_{mm} = 1, \forall m$. Provided that node cooperation is in place, the transmit power of a node is split into two segments, one dedicated to its direct transmissions and the other to the...
assisted transmissions for its partner:

$$\sum_{m=1}^{M} z_{mu} a_{mu} = 1, \forall u \text{ and } 0 \leq a_{mu} \leq 1, \forall m, u$$  \hspace{1cm} (5)$$

with $a_{mu}$ being the normalized portion of the total transmit power of the $u^{th}$ node for assisting the $m^{th}$ node’s transmissions. Let $M_1$ and $M_2$ be the set of RG nodes and that of BE nodes, respectively, i.e., $M = [M_1] + [M_2]$. In our problem formulation, we take the minimum rate requirements of the RG nodes in the current frame, if any, into account:

$$R_m (c, p, a, z) \geq R^d_m, \forall m$$  \hspace{1cm} (6)$$

where $R^d_m$ is the (instantaneous) transmission rate demand of the $m^{th}$ node in the current frame (i.e., $R^d_m > 0, \forall m \in M_1$ and $R^d_m = 0, \forall m \in M_2$) and $R_m (c, p, a, z)$ is the achievable data rate of the $m^{th}$ node, which can be computed by [6]

$$R_m (c, p, a, z) = \sum_{n=1}^{N} \sum_{l=1}^{L} \frac{1}{2} \log_2 \left( 1 + a_{mn} g_{mn,n} p_{mn,n} \right)^2 + \sum_{u=1, u \neq m}^{M} z_{mu} a_{mu} g_{mu,n} p_{mu,n} .$$  \hspace{1cm} (7)$$

In (7), $c = [c_{ml}]_{M \times N \times L}$, $p = [p_{ml}]_{M \times N \times L}$, $a = [a_{mn}]_{M \times M}$, $z = [z_{mn}]_{M \times M}$, and $g_{mn,n} = \varphi G_{mn,n}/\sigma_n^2$, where $\varphi$ is a bit-error rate (BER) gain, $G_{mn,n}$ the channel gain from the $u^{th}$ node to the receiver of the $m^{th}$ node’s transmissions over the $u^{th}$ subcarrier on the $l^{th}$ timeslot, and $\sigma_n^2$ the aggregate noise-plus-cochannel interference power on the $n^{th}$ subcarrier. Notice that constraint (2) is implicitly incorporated in (7). With the aforesaid system constraints, different objective functions can be considered. Here, we employ the well-known utility maximization framework to abstract our objective function. Let $U_m (R_m (c, p, a, z) | \Theta)$ denote the utility function of the $m^{th}$ node and $\Theta \in \{1, 2\}$ the utility selector. The objective function is given by

$$\max_{c, p, a, z} \{ U_m (R_m (c, p, a, z) | \Theta) \}$$

subject to (1), (3), (4), (5), (6), and $\sum_{m=1}^{M} c_{mn,n} \leq 1, \forall n, l$ where $c, p, a, \text{and} z$ are the optimization variables. By reducing the well-known NP-complete number partitioning problem to the NCRAOP, it can be proved that the NCRAOP is an NP-hard problem. A summary of important symbols used in this paper is given in Table I for easy reference.

V. PROPOSED RESOURCE ALLOCATION APPROACHES WITH NODE COOPERATION

A. KKT Interpretations

In general, solving the NP-hard NCRAOP requires exponential time complexity [20]. To design an efficient and effective resource allocation approach to solve the NCRAOP, we consider the Lagrangian of the NCRAOP and the KKT conditions. Due to space limitations, we only present some key results here.

1) Subcarrier Allocation Criterion: For the $n^{th}$ subcarrier and the $l^{th}$ timeslot, choose $m^* = \arg \max_m \{ (U'_m (R_m (c, p, a, z) | \Theta) + \xi)^{(l)}_m ) \cdot \frac{\partial R_m (c, p, a, z)}{\partial c_{mn,n}} \}$

where $\xi^{(l)}_m$ is the Lagrange multiplier for constraint (6), and set $c^{*}_{mn,n} = 1$.

2) Partner Allocation Criterion: For the $u^{th}$ node, choose $m^*$ such that

$$m^* = \arg \max_{m \neq u} \left\{ \frac{U'_m (R_m (c, p, a, z) | \Theta) \cdot \partial R_m (c, p, a, z)}{a_{mu}} \right\}$$

and set $z^{*}_{mu,u} = 1$.

3) Partner Selection Criterion: For the $m^{th}$ node, choose $u^*$ such that

$$u^* = \arg \max_{u \neq m} \left\{ \frac{U'_m (R_m (c, p, a, z) | \Theta) \cdot \partial R_m (c, p, a, z)}{a_{mu}} \right\}$$

and set $z^{*}_{mu,u} = 1$.

Notice that, in general, the results obtained from the partner selection criterion and that from the partner allocation criterion are not the same. The partner selection criterion refers to choosing the best relay for a particular source node, whereas the partner allocation criterion refers to allocating a relay node to the best source node. In a nutshell, the partner selection criterion is to maximize the node-wise utility, while the partner allocation criterion is to maximize the network-wise utility.
TABLE I
SUMMARY OF IMPORTANT SYMBOLS.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>number of mesh nodes in the WMN</td>
</tr>
<tr>
<td>$N$</td>
<td>number of available subcarriers in the WMN</td>
</tr>
<tr>
<td>$L$</td>
<td>number of timeslots (i.e., DATA slots) in a frame</td>
</tr>
<tr>
<td>$p_{m,n}^l$</td>
<td>transmit power of the $m$th node over the $n$th subcarrier on the $l$th timeslot</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>maximum power constraint of the $m$th node</td>
</tr>
<tr>
<td>$c_{m,n}^l$</td>
<td>indicator of allocating the $n$th subcarrier to the $m$th node on the $l$th timeslot</td>
</tr>
<tr>
<td>$z_{mu}$</td>
<td>indicator of node cooperation offered to the $m$th node by the $u$th node</td>
</tr>
<tr>
<td>$a_{mu}$</td>
<td>normalized portion of the total transmit power of the $u$th node for assisting the $m$th node</td>
</tr>
<tr>
<td>$R_m(\cdot)$</td>
<td>achievable data rate of the $m$th node</td>
</tr>
<tr>
<td>$U_m(\cdot)$</td>
<td>utility function of the $m$th node</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>utility selector</td>
</tr>
<tr>
<td>$\rho$</td>
<td>tunable system parameter to balance cooperation and non-cooperation</td>
</tr>
<tr>
<td>$N'_{th}$</td>
<td>set of subcarriers allocated to the $m$th node on the $l$th timeslot</td>
</tr>
<tr>
<td>$T$</td>
<td>polling time interval</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Poisson arrival rate for BE traffic</td>
</tr>
</tbody>
</table>

### B. Examples

To better understand the conceptual implications of our subcarrier allocation criterion and partner selection/allocation criterion, we consider the following three objective functions, namely 1) system throughput maximization, 2) proportional fairness, and 3) max-min fairness. For presentation clarity, we assume $\xi^{(1)}_m = 0$.

1) **System Throughput Maximization** ($\Theta = 1$): $U_m(R_m(\cdot) \mid \Theta) = R_m(\cdot)$ and hence $U'_m(R_m(\cdot) \mid \Theta) = 1$; therefore, the subcarrier allocation criterion given in (10) and the partner selection criterion given in (12) become

$$m^* = \arg \max_m \left\{ \log_2 \left( 1 + a_{mm}g_{m,n}p_{m,n}^l \right) \right\}$$  \hspace{1cm} (13)

and

$$u^* = \arg \max_{u \neq m} \left\{ \sum_{n=1}^{N} \sum_{l=1}^{L} c_{m,n}^l g_{m,n}p_{m,n}^l / \left( 1 + a_{mm}g_{m,n}p_{m,n}^l \right)^2 + \sum_{u \neq m}^{M} z_{mu}a_{mu}g_{m,n}p_{m,n}^l \right\}$$  \hspace{1cm} (14)

respectively. Thus, given the power allocation (i.e., $a, p$) and partner selection (i.e., $z$), the condition (13) implies that the larger throughput the $m$th node can contribute over the $n$th subcarrier on the $l$th timeslot, the better the $n$th subcarrier on the $l$th timeslot is assigned to the $m$th node (i.e., $c_{m,n}^l = 1, \exists m,n,l$). Likewise, given the power allocation and subcarrier allocation, the condition (14) indicates that we should choose a partner who can contribute the largest marginal increase in the achievable data rate. Therefore, both criteria agree with the notion of throughput maximization. Notice that in the case of non-cooperation (i.e., $z_{mu} = 0$), the condition (13) reduces to the well-known subcarrier allocation criterion for throughput maximization [21].

2) **Proportional Fairness** ($\Theta = 2$ and $\kappa = 1$): $U_m(R_m(\cdot) \mid \Theta) = \ln \left( R_m(\cdot) / A \right)$ and hence $U'_m(R_m(\cdot) \mid \Theta) = 1 / R_m(\cdot)$; therefore, the conditions (10) and (12) become

$$m^* = \arg \max_m \left\{ \frac{1}{R_m(\cdot)} \log_2 \left( \left( 1 + a_{mm}g_{m,n}p_{m,n}^l \right)^2 \right) + \sum_{u=1,u \neq m}^{M} z_{mu}a_{mu}g_{m,n}p_{m,n}^l \right\}$$  \hspace{1cm} (15)

and

$$u^* = \arg \max_{u \neq m} \left\{ \frac{1}{R_m(\cdot)} \sum_{n=1}^{N} \sum_{l=1}^{L} c_{m,n}^l g_{m,n}p_{m,n}^l / \left( 1 + a_{mm}g_{m,n}p_{m,n}^l \right)^2 + \sum_{u \neq m}^{M} z_{mu}a_{mu}g_{m,n}p_{m,n}^l \right\}$$  \hspace{1cm} (16)

respectively. As seen, it is more likely for a mesh node to get an extra subcarrier and/or a partner if its data rate obtained is small, whereas it is less likely to assign an extra subcarrier or a partner to a node whose data rate obtained is already very high. Thus, both criteria match with the notion of proportional fairness.

3) **Max-min Fairness** ($\Theta = 2$ and $\kappa \rightarrow \infty$): $U_m(R_m(\cdot) \mid \Theta) = - \left[ - \ln \left( R_m(\cdot) / A \right) \right]^{\kappa-1}$, and hence $U'_m(R_m(\cdot) \mid \Theta) = \kappa [ - \ln \left( R_m(\cdot) / A \right) ]^{\kappa-1} / R_m(\cdot)$. Since $0 < R_m(\cdot) / A < 1$, $\left[ - \ln \left( R_m(\cdot) / A \right) \right]^{\kappa-1}$ becomes a dominant term as $\kappa \rightarrow \infty$. Hence, the conditions (10) and (12) become

$$m^* = \arg \min_m R_m(\cdot) \hspace{1cm} \text{and} \hspace{1cm} u^* = \arg \min_{u \neq m} R_m(\cdot)$$  \hspace{1cm} (17)

respectively. Thus, we tend to assign subcarriers and partners to the nodes which have minimal achievable data rates, realizing the notion of max-min fairness.

In the following subsections, we propose a centralized resource allocation approach and a distributed resource allocation approach to solve the NCRAOP in Section V-C and Section V-D, respectively.
C. Proposed Approach with Centralized Control

In order to obtain the global optimal solutions to the NCRAOP, subcarrier allocation, partner selection/allocation, and power allocation should be jointly considered, which brings about very high computational cost. To devise an efficient yet effective node cooperative resource allocation strategy with centralized control, we propose a four-phase resource allocation approach with QoS assurance and service differentiation. Specifically, in Phase 1, we fix the power allocation and then solve the NCRAOP without considering node cooperation; In Phase 2, we perform water filling for power allocation to improve the system performance; In Phase 3, we allow node cooperation, if feasible and favorable, so as to add an additional performance gain to the system; In Phase 4, we perform water filling for power allocation again providing the solutions of subcarrier allocation and partner allocation, further improving the system performance.

Consider a simple MAC protocol to illustrate the notion of packet scheduling for our proposed approach. Time is partitioned into frames, each of which is further divided into a beacon slot, a control slot, and DATA slots. Each RG node estimates the traffic load (i.e., both the local traffic load and the relay traffic load) by averaging the rate requirement over a fixed estimation window (e.g., 100ms) on a regular basis. In the control slot, a clusterhead collects the traffic demand from its cluster members at the beginning of each active resource allocation interval (i.e., by polling periodically). Then, the clusterhead executes the proposed centralized resource allocation and announces a resource allocation decision in the next beacon slot. In the DATA slots, nodes transmit their traffic load (i.e., both the local traffic load and the relay traffic load) by averaging the rate requirement over a fixed estimation window (e.g., 100ms) on a regular basis.

Phase-1: With uniform power allocation and no node cooperation (i.e., \(z_{mu} = 0\) and \(\sigma_{mu} = 0, \forall m \neq u\), the NCRAOP can be reduced to the following resource allocation optimization problem

\[
\max_{\Theta} \left\{ \sum_{m=1}^{M} U_m (R_m (c) | \Theta) \right\} \quad (18)
\]

subject to

\[
(6), \quad \sum_{m=1}^{M} c_{m,n}^l \leq 1, \forall n, l, \quad (19)
\]

and the subcarrier allocation criterion given in (10) is as follows. For the \(n^{th}\) subcarrier and the \(l^{th}\) timeslot, choose \(m^*\) such that

\[
m^* = \arg \max_{m} \left\{ \left( U_m (R_m (c) | \Theta) + \xi^{(1)}_{m} \right) \log_2 \left( 1 + \frac{p_{u,m}^l p_{u,n}^l}{\sigma_{m}^l} \right) \right\}.
\]

The variable \(\xi^{(1)}_{m}\) is updated iteratively by

\[
\xi^{(1)}_{m} = \max \left\{ 0, \xi^{(1)}_{m} - s_m^l d_{m,n} \right\},
\]

with \(s_m^l\) being the step size at the \(k^{th}\) iteration for the \(n^{th}\) node and \(d_{m,n} = R_m (c) - R_{m}^l\).

With CAC in place, the approach terminates when all the subcarriers are allocated and all the rate requirements are met (i.e., \(\xi^{(1)}_{m} = 0, \forall m\)), and the subcarrier allocation solution \(c^*\) is obtained such that \(\sum_{m=1}^{M} c_{m,n}^l = 1, \forall n, l\).

Phase-2: Perform water filling for optimal power allocation on the allocated subcarriers for each mesh node. Let \(R_m (\hat{p})\) and \(R_m (p^*)\) be the achievable data rate obtained of the \(m^{th}\) node with uniform power allocation (i.e., \(\hat{p}\)) and that with optimal power allocation (i.e., \(p^*\)), respectively. Since \(R_m (p^*) \geq R_m (\hat{p})\) [22], the QoS demands of the mesh nodes can still be met after transmit power is allocated according to water filling. In a nutshell, Phase-2 resource allocation further improves the Phase-1 resource allocation solutions by employing optimal power allocation, conducing to improved system performance.

Phase-3: Here, we investigate the performance gain due to feasible and favorable node cooperation. Notice that partner allocation is feasible in our centralized approach, for a clusterhead can have complete knowledge on which mesh nodes can be the potential partners for a particular mesh node. With the subcarrier allocation solution obtained in Phase 1 and the power allocation solution obtained in Phase 2, the NCRAOP becomes

\[
\max_{a,z} \left\{ \sum_{m=1}^{M} U_m (R_m (a, z) | \Theta) \right\}
\]

subject to (3), (5), (6), and \(z_{mu} \in \{0, 1\}, \forall m, u\). (21)

Denote \(\rho (\geq 0)\) as a tunable system parameter to balance node cooperation and node non-cooperation, i.e., \(a_{mu} = \rho a_{uu}, \exists m \neq u\). In fact, \(\rho\) indicates the willingness of a node to assist another mesh node’s transmissions, i.e., the smaller the value of \(\rho\), the less eager is a node to assist the \(m^{th}\) node for some \(m\). For some \(u\), if \(\sum_{m \neq u} z_{mu} = 1\), then \(a_{mu} = 0, \exists m \neq u\); otherwise, \(a_{uu} = 1\) and \(a_{mu} = 0, \forall m \neq u\). On the other hand, in the case of non-altruistic node cooperation, it is conceivable that the value of \(\rho\) should be upper bounded (e.g., \(\rho \leq 0.5\)), as all the mesh nodes have their own data to transmit. Suppose the \(u^{th}\) node is to assist the \(m^{th}\) node, i.e., \(z_{mu} = 1\). Then, the transmit power of the \(u^{th}\) node left for cooperation, denoted by \(P_{u}^l\), is given by

\[
P_{u}^l = P_{u}^\text{max} - a_{uu} \sum_{n=1}^{N} p_{u,n}^l,
\]

where \(p_{u,n}^l\) is obtained from Phase-2. Let \(N_m^l\) be the set of subcarriers allocated to the \(m^{th}\) node on the \(l^{th}\) timeslot. If the transmit power of the \(u^{th}\) node dedicated to node cooperation is uniformly distributed over the subcarriers allocated to the \(m^{th}\) node on the \(l^{th}\) timeslot, then

\[
p_{u,n}^l = P_{u}^l / \sum_{n \in N_m^l} c_{m,n}^l.
\]

Thus, the portion of the transmit power of the \(u^{th}\) node in assisting the \(m^{th}\) node’s transmissions is

\[
a_{mu} = \sum_{n \in N_m^l} p_{u,n}^l.
\]

In the presence of the two classes of traffic, service differentiation is indispensable for effective QoS provisioning, where RG nodes are assigned higher priority over BE nodes. As a consequence, node cooperation should also be prioritized. In particular, we consider that only RG nodes can receive assistance from either BE nodes or other RG nodes. Here, we further divide our Phase-3 resource allocation into two steps, namely 1) BE-assisting-RG and 2) RG-assisting-RG.

Step 1: In the case of BE-assisting-RG, allow BE nodes to assist RG nodes whenever favorable. Let

\[
A = \left\{ m \mid m \in \mathcal{M}_1, \sum_{j \neq m} z_{mj} = 0 \right\}
\]

and

\[
B = \left\{ u \mid u \in \mathcal{M}_2, \sum_{i \neq u} z_{iu} = 0 \right\}.
\]

Set \(A\) consists of RG nodes which do not receive any assistance from any other nodes, whereas set \(B\) consists of BE nodes which do not offer any assistance to any nodes. The partner allocation criterion is as follows. For the \(u^{th}\) node, \(u \in B\), choose \(m^*\) such that

\[
m^* = \arg \max_{m \in A} \left\{ U_m (R_m (a, z) | \Theta) \right\}.
\]
\[
R_{m^*}(\mathbf{a}, \mathbf{z}) = \sum_{n=1}^{N} \sum_{l=1}^{L} c_{m^*,n}^l \log_2 \left( 1 + g_{m^*,n}^l p_{m^*,n}^l \right)
\]
\[
R_{\tilde{m}^*}(\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) = \sum_{n=1}^{N} \sum_{l=1}^{L} \frac{1}{2} c_{m^*,n}^l \log_2 \left( \left( 1 + g_{m^*,n}^l p_{m^*,n}^l \right)^2 + a_{m^*} g_{m^*,n}^l p_{m^*,n}^l \right) > R_{m^*}(\mathbf{a}, \mathbf{z})
\]
\[
R_u(\mathbf{a}, \mathbf{z}) = \sum_{n=1}^{N} \sum_{l=1}^{L} c_{u,n}^l \log_2 \left( 1 + g_{u,n}^l p_{u,n}^l \right)
\]
\[
R_u(\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) = \sum_{n=1}^{N} \sum_{l=1}^{L} c_{u,n}^l \log_2 \left( 1 + a_{u,n} g_{u,n}^l \right) < R_u(\mathbf{a}, \mathbf{z})
\]

Then, check if this partner allocation process can help enhance the total utilities. Let \( R_m(\mathbf{a}, \mathbf{z}) \) and \( R_m(\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) \) be the achievable data rate obtained of the \( m^{th} \) node without node cooperation and that with node cooperation, respectively. We have (22)-(25) shown at the top of this page. Since \( R^d_l = 0, \forall u \in \mathcal{M}_2 \), the solutions obtained by considering node cooperation are also feasible to the NCRAOP. Set \( z_{m^*} = 1 \) and remove the \( m^{th} \) node from \( \mathcal{A} \) (i.e., \( \mathcal{A} \leftarrow \mathcal{A} - \{m^*\} \)) if the following condition is valid:

\[
U_{m^*}(R_{m^*}(\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) | \Theta) + U_u(R_u(\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) | \Theta) > U_{m^*}(R_{m^*}(\mathbf{a}, \mathbf{z}) | \Theta) + U_u(R_u(\mathbf{a}, \mathbf{z}) | \Theta).
\]

(26)

If (26) is satisfied, it means that assigning the \( u^{th} \) node to the \( m^{th} \) node as its partner can increase the total utilities, thereby improving the network-wide system performance. The \( u^{th} \) node is removed from \( \mathcal{B} \) (i.e., \( \mathcal{B} \leftarrow \mathcal{B} - \{u\} \)), and the process repeats until \( \mathcal{A} = \{\phi\} \) or \( \mathcal{B} = \{\phi\} \).

Step 2: In the case of RG-assisting-RG, allow an RG node to assist other RG nodes whenever favorable. Partner allocation in this step becomes convoluted, for an RG node decreases its achievable data rate and plausibly voids its own rate constraint (given in (6)) when assisting other nodes. Let \( \mathcal{C} = \{m \mid m \in \mathcal{M}_1, \sum_{j \neq m}^l z_{mj} = 0\} \) and \( \mathcal{D} = \{j \mid j \in \mathcal{M}_1, \sum_{i \neq j}^l z_{ij} = 0\} \). Set \( \mathcal{C} \) consists of the RG nodes which do not receive any assistance from any other nodes, whereas set \( \mathcal{D} \) consists of the RG nodes which do not offer any assistance to any RG nodes. For \( j \in \mathcal{D} \), choose \( m^{*} \) such that \( m^{*} = \arg \max_{m \in \mathcal{C}(j)} \left\{ U_m(R_{m}(\mathbf{a}, \mathbf{z}) | \Theta) \right\} \).

Then, check if the new resource allocation solutions are still feasible for the NCRAOP and can increase the total utilities. Let \( (\mathbf{a}, \mathbf{z}) \) and \( (\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) \) denote the current node cooperative resource allocation solution and the new node cooperative resource allocation solution, respectively. We have (27)-(30) shown on the next page. Set \( z_{m^*} = 1 \) and remove the \( m^{th} \) node from \( \mathcal{C} \) (i.e., \( \mathcal{C} \leftarrow \mathcal{C} - \{m^*\} \)) if the following two conditions are valid:

\[
U_{m^*}(R_{m^*}(\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) | \Theta) + U_j(R_j(\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) | \Theta) > U_{m^*}(R_{m^*}(\mathbf{a}, \mathbf{z}) | \Theta) + U_j(R_j(\mathbf{a}, \mathbf{z}) | \Theta)
\]

(31)

Since \( R^d_l > 0, \forall j \in \mathcal{M}_1 \), we have to ensure that the rate constraints for all the RG nodes are not violated due to the aforesaid partner allocation (i.e., condition (32)). Condition (31) refers to the case where allocating the \( j^{th} \) node as a partner to the \( m^{th} \) node can increase the total utilities. The \( j^{th} \) node is removed from \( \mathcal{D} \) (i.e., \( \mathcal{D} \leftarrow \mathcal{D} - \{j\} \)), and the process repeats until \( \mathcal{C} = \{\phi\} \) or \( \mathcal{D} = \{\phi\} \).

With effective node cooperation, Phase-3 resource allocation improves the Phase-2 resource allocation solutions, thereby giving rise to higher total utilities.

Phase-4: The introduction of partner allocation (i.e., \( (\mathbf{a}, \mathbf{z}) \)) in Phase 3 changes the achievable rate function. Thus, the power allocation solution obtained in Phase 2 is no longer optimal. With the known solutions for subcarrier allocation and partner allocation, carry out water filling for power allocation again so as to further improve the system performance. Suppose the \( u^{th} \) node to assist the \( m^{th} \) node, i.e., \( z_{mu} = 1 \). For the sake of optimality, water filling for the \( u^{th} \) node should be performed over both \( N^l_u \) and \( N^l_m \); however, procuring the optimal power allocation solutions requires a considerable number of recursive computations. Here, to balance the computational complexity and the system performance, we make use of water filling for power allocation for the \( m^{th} \) node over \( N^l_m \) only, \( \forall m, l \).

Lemma 1: With the subcarrier allocation solution and the partner allocation solution, denoted by \( \tilde{\mathbf{c}} \) and \( (\tilde{\mathbf{a}}, \tilde{\mathbf{z}}) \), respectively, the power allocation solution obtained from water filling, denoted by \( \mathbf{p}^* \), is given by

\[
p^*_{m,n} = \frac{c^l_{m,n}}{2 \gamma^2_{m} - \mathcal{D}^2_{m,n}^{r} \mathcal{D}^{r}_{m,n}^{l}} \left[ - \frac{2 \gamma^2_{m} \mathcal{D}^{r}_{m,n}^{l} \mathcal{D}^{r}_{m,n}^{l}}{2 \gamma^2_{m} - \mathcal{D}^{r}_{m,n}^{l} \mathcal{D}^{r}_{m,n}^{l}} + \sqrt{\mathcal{D}^{r}_{m,n}^{l} \mathcal{D}^{r}_{m,n}^{l} (\mathcal{D}^{r}_{m,n}^{l})^2 - 4 \gamma^2_{m} \mathcal{D}^{r}_{m,n}^{l} \mathcal{D}^{r}_{m,n}^{l}} \right]^+ \quad , \forall m, n, l
\]

(33)
where \( Y = U'(R_m(p)|\Theta) + \xi^{(1)}_m, \Gamma_m = \sum_{u \neq m} z_m \hat{a}_{mu} g_{mu,n} \hat{p}_{nu}, \) and \( \xi^{(2)}_m \) is the Lagrange multiplier for the constraint \( \sum_{n=1}^L p_{m,n} \leq P_{\text{max}}^m \forall m, l. \)

**Proof:** We omit the proof as it is similar to the one given in [22].

With the aforementioned optimal power allocation, Phase-4 resource allocation further enhances the Phase-3 resource allocation solution, leading to higher total utilities.

The flowchart of our proposed centralized approach is depicted in Fig. 2.

**D. Proposed Approach with Distributed Control**

When clusterheads are not available, distributed node cooperative resource allocation is essential. We consider that each mesh node can communicate with all other mesh nodes in the same cluster. Here, we propose a two-phase distributed node cooperative resource allocation approach with QoS support and service differentiation. We consider that an active resource allocation interval consists of two phases, namely contention phase and transmission phase. In the contention phase, the approach of Black-burst can be used for subcarrier contention [2]. In the transmission phase, mesh nodes transmit their data with the consideration of node cooperation, if feasible and favorable.

1) **Contention Phase:** A contention phase consists of a number of contention periods. For each contention period, the Black-burst (BB) methodology is used for the subcarrier contention to achieve service differentiation [2]. Let \( \mathcal{E} = \{m | m \in \mathcal{M}_1, R_m(\cdot) < R_m^d \} \) and \( \mathcal{F} = \{m | m \in \mathcal{M}_1, R_m(\cdot) \geq R_m^t \} \cup \{m | m \in \mathcal{M}_2 \}. \) Set \( \mathcal{E} \) consists of the RG nodes whose QoS demands are not satisfied, whereas set \( \mathcal{F} \) consists of both the BE nodes and the RG nodes whose QoS demands are met. Each contention period is further divided into two mini-periods, where the first mini-period is for the contention among the nodes in \( \mathcal{E} \), while the second mini-period is for the contention among the nodes in \( \mathcal{F} \). Fig. 3(a) depicts the dynamics of a contention phase.

At the beginning of each contention period, every node is in a listening mode and waits for a period of time before transmitting its BB signal. In the first mini-period, the waiting time of an RG node in \( \mathcal{E} \) is inversely proportional to its minimum required rate. Therefore, the node with the highest minimum required rate sends its BB signal earlier than the other RG nodes in \( \mathcal{E} \) so as to win the contention. Other nodes which detect the BB signal remain in the listening mode. An RG node becomes a winner for this contention if it senses an idle channel after transmitting a BB signal. To ensure that each contention period results in only one winner, we assume that the length of a BB signal sent from a node is proportional to its network ID (e.g., MAC address). The winner of this contention period then selects the best subcarriers according to the subcarrier allocation criterion given in (18) so as to meet its QoS demand. Notice that uniform power allocation is employed when the subcarriers are selected. After the subcarrier selection is finished, the winner transmits a BB signal over the allocated subcarriers so that the other nodes in a listening mode can detect and record which subcarriers have been chosen. Then, all the other RG nodes wait for the next contention and this process repeats until all the RG nodes in \( \mathcal{E} \) have selected their subcarriers. Since we assume that CAC is in place, all the QoS requirements of the RG nodes in \( \mathcal{E} \) can be met at the end of this phase.

Subcarrier contention among the nodes in \( \mathcal{F} \) (i.e., satisfied RG nodes and BE nodes) occurs only if there is some unallocated subcarrier(s). If there is no BB detected in the first mini-period, meaning that the subcarrier contention among the RG nodes in \( \mathcal{E} \) is complete, every node in \( \mathcal{F} \) waits for a period of time in the second mini-period before sending out its BB signal, where the waiting time is inversely proportional to its marginal utility increase when choosing the best available subcarrier (i.e., \( \frac{\partial U_m(R_m(\cdot))}{\partial \alpha_m} \)). Thus, the larger the marginal utility increases, the more likely that the node will be the winner. The winner then selects the best subcarrier according to the subcarrier allocation criterion given in (10). The process repeats until all the subcarriers are used. Similar to the centralized resource allocation approach, after the subcarrier allocation is determined, each mesh node performs water filling for power allocation independently to further increase both its utility and the system performance.

2) **Transmission Phase:** A transmission phase consists of a number of frames, where each frame consists of \( L \) DATA slots. Each DATA slot is further divided into two (identical) minislots. Fig. 3(b) depicts the frame structure used for a transmission phase. Fig. 4 illustrates a typical (non-altruistic)
node cooperation scenario in the transmission phase. In Fig. 4(a), the $m^{th}$ node (i.e., an RG node) is transmitting data to its destination node (i.e., the $d^{th}$ node) in the first minislot. The $m^{th}$ node’s transmission can be overheard by the $u^{th}$ node in the first minislot if the $u^{th}$ node is in the listening mode. The $u^{th}$ node then checks if it can decode the $m^{th}$ node’s transmissions successfully. If the $u^{th}$ node fails to decode the $m^{th}$ node’s transmissions, the $u^{th}$ node will not help relay the $m^{th}$ node’s data (see Fig. 4(b)). On the other hand, if the $u^{th}$ node can decode the $m^{th}$ node’s transmissions reliably, the $u^{th}$ node then becomes the partner of the $m^{th}$ node if condition (26) is valid with the $u^{th}$ node being a BE node or conditions (31) and (32) are valid with the $u^{th}$ node being an RG node (see Fig. 4(c)). As a matter of fact, the $m^{th}$ node can have more than one partner at a time (e.g., the $i^{th}$ node and $u^{th}$ node in Fig. 4(c)). In the presence of multiple potential partners, we employ the partner selection scheme proposed in [12] to choose the best partner for the $m^{th}$ node with respect to our partner selection criterion given in (12). We also assume that a signal capture mechanism is in place so that a potential partner can only overhear the strongest neighboring node’s transmission [23]. This node cooperation between a source node and its partner sustains until the next active interval.

E. Complexity Analysis

The time complexity of the proposed four-phase centralized approach is $O(bMN + |M_1|M)$, where $b$ is a constant. For the proposed two-phase distributed approach, since each mesh node behaves independently, the time complexity is $O(kNL + M)$, where $k$ is a constant. It is noteworthy that the difference in time complexity between the two approaches stems from different modes of network operation (i.e., centralized control or distributed control) and different methodologies of resource allocation (i.e., partner allocation or partner selection). For comparison, the time complexity of a Hungarian approach is $O(|M_1|M^2 + MN^2L^2)$. Despite a plausibly improved system performance, applying a Hungarian approach can be inefficient in the WMNs without powerful centralized controllers. In contrast, our proposed approaches are of low complexity and more suitable for the low-cost mesh nodes.

F. Discussion

In game theory, efficient resource utilization is determined by the concept of Pareto optimality [24]. On the other hand, network stability can be achieved when a resource allocation solution attains a Nash equilibrium [24]. Following the definitions of Pareto optimality and Nash equilibrium, we can show that the partner allocation/selection solutions in our proposed node cooperative resource allocation approaches
VI. PERFORMANCE EVALUATION

A. Packet-Level QoS Provisioning

In the MAC layer, to streamline QoS provisioning and provide service differentiation, packet prioritization is imperative [25]. We conceive that the priority of RG traffic (packets) is related to the performance of their packet dropping rates. In this work, we only take the packet dropping due to the delay bound violation into account. The higher the packet dropping rate that an RG traffic flow suffers from, the higher the priority of the packets associated with that flow. In the centralized approach, after gathering the transmission requests in the control slot, a clusterhead grants the requests of transmitting higher-priority packets first. In the distributed approach, we consider that the RG node with the highest packet dropping rate transmits its BB signal earlier than the other nodes in the contention phase. If two or more RG nodes have the same packet dropping rate, the node with the highest minimum required rate will win the contention of interest. In
parameters are chosen as follows: \( P \) of an incoming packet is known in advance. Other simulation parameters are determined so that the transmission source and destination pair are 200kb/s. We further assume that the routing is predetermined so that the maximum transmission rate over each subcarrier is considered to be 12Mbps, and that of the subsequent frames (with \( L \) DATA slots) is \( 5L \) ms in the proposed centralized approach, with a 5ms DATA slot. We consider that the polling is done in every \( T \) ms, meaning that the node cooperative resource allocation solution is updated every \( T \) ms. Here, both the polling and the beacon packet transmissions are assumed to be error-free. For fair comparison, we consider that the duration of an active interval in the proposed distributed approach is \( T \) ms, where the first 10ms is dedicated to the contention phase while the remaining time period is dedicated to the transmission phase. We perform the simulations for 10,000 runs and average the results, where each simulation run sustains 5,000 frames.

Concerning the traffic models, the RG traffic is generated according to a two-state ON-OFF model. In the ON state, a fixed-size packet arrives in every 20ms with rate demand 384kb/s, whereas in the OFF state, no packet is generated. We consider that the duration of an ON period and that of an OFF period are independent, both follow an exponential distribution, where the mean ON period and the mean OFF period are 1s and 1.2s, respectively. The delay bound of RG traffic is assumed to be 5L ms. The required packet dropping rate is less than 1%. On the other hand, the BE traffic does not have any QoS requirements. BE packet arrivals follow a Poisson process with mean rate \( \lambda \) packets/second, where the packet size follows a Weibull distribution (i.e., Weibull(2,2)). To mimic the mixed traffic in a WMN, we assume that an RG node has one RG traffic flow and one BE flow, while a BE node has one BE flow.

C. Simulation Results

We evaluate the system performance of the proposed node cooperative resource allocation approaches versus \( M \), \( T \), \( |\mathcal{M}_1| \), and \( \lambda \) in terms of throughput, resource utilization, packet dropping rate, and node cooperation gain (i.e., normalized throughput gain due to node cooperation). The standard deviations of the results are also plotted for reference. For performance comparison, we consider two baseline approaches and an approach suggested in [17]: 1) a centralized baseline approach which is the same as the proposed centralized approach without Phase-3 and Phase-4 resource allocation; 2) a distributed baseline approach which is the same as the proposed distributed approach without considering node cooperation in the transmission phase; and 3) the Zhang’s approach proposed in [17] which first allocates the subcarriers with no QoS consideration to maximize throughput and then re-allocates the subcarriers trying to satisfy the QoS demands of the nodes without considering node cooperation. Note that the performance degradation due to signalling overhead is not taken into account in evaluating the system performance. An upper bound\(^1\) for average throughput performance is also plotted for reference.

1) Effect of \( M \): For \( |\mathcal{M}_2| = 2|\mathcal{M}_1| \), \( T = 150\)ms, and \( \lambda = 50 \) packets/second, Fig. 6 shows the throughput performance versus the number of mesh nodes. We can see that the throughputs of all considered approaches increase with

---

\(^1\)We analytically obtain an upper bound for average throughput performance under the assumptions of no packet dropping for the RG traffic and perfect statistical traffic multiplexing.
$M$, since the system is not saturated. As expected, the centralized approaches (i.e., the proposed four-phase centralized approach and the centralized baseline approach) outperform their distributed counterparts (i.e., the proposed two-phase distributed approach and the distributed baseline approach) due to the merit of the existence of a clusterhead. However, the Zhang’s approach achieves the highest throughput among all considered approaches, realizing the goal of throughput maximization. On a different note, our proposed four-phase centralized (two-phase distributed) approach outperforms the baseline centralized approach, the distributed baseline approach, and the Zhang’s approach [17] vs. the number of mesh nodes (with $|M_2| = 2|M_1|$, $T = 150$ ms, and $\lambda = 50$ packets/second).

Table II shows the relationship between the number of mesh nodes, $M$, and the node cooperation gain (NCG) (i.e., normalized throughput gain due to node cooperation) for the proposed approaches (with $|M_2| = 2|M_1|$, $T = 150$ ms, and $\lambda = 50$ packets/second).

<table>
<thead>
<tr>
<th>$M$</th>
<th>6</th>
<th>12</th>
<th>18</th>
<th>24</th>
<th>30</th>
<th>36</th>
<th>42</th>
<th>48</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NCG for the proposed centralized approach (in %)</strong></td>
<td>4.29</td>
<td>10.11</td>
<td>16.92</td>
<td>21.81</td>
<td>23.14</td>
<td>23.74</td>
<td>23.44</td>
<td>24.21</td>
</tr>
<tr>
<td><strong>NCG for the proposed distributed approach (in %)</strong></td>
<td>7.47</td>
<td>7.48</td>
<td>7.50</td>
<td>7.54</td>
<td>7.59</td>
<td>7.89</td>
<td>8.36</td>
<td>9.35</td>
</tr>
</tbody>
</table>

The node cooperation gain (NCG) is given in Table II. As anticipated, the more the mesh nodes, the more the potential helpers and hence the higher the NCGs. In general, the NCG obtained in our proposed centralized approach is higher than that obtained in our proposed distributed approach. The rationale is mainly due to the partner allocation employed in our proposed centralized approach yet the partner selection in our proposed distributed approach. Another reason is that node cooperation in the proposed distributed approach can only be triggered when some mesh nodes are idle in the first minislot, thereby curbing some potential and favorable node cooperation opportunities. The gain in our proposed centralized approach is roughly leveled off from $M = 30$ onward, which is ascribed to the limited available resources (i.e., subcarriers). We expect that the NCG can be higher with a larger value of $N$. We observe that, as the number of mesh nodes increases from 6 to 48, the resource utilization of the proposed four-phase centralized approach increases from 9% to 41%, that of the proposed two-phase distributed approach from 7% to 30%, that of the centralized baseline approach from 8% to 31%, that of the distributed baseline approach from 6% to 28%, and that of the Zhang’s approach from 10% to 44%, respectively. The low resource utilization is due to low traffic load and resource reservation. We observe that the resource utilization (and throughput) for our proposed approaches can be improved when the traffic load increases and the RG traffic demand is less stringent. In Fig. 7, the RG packet dropping rates are depicted. The packet dropping rates for RG traffic in our proposed approaches and two baseline approaches are well below 1% due to effective packet-level QoS provisioning. On the other hand, the RG packet dropping rate of the Zhang’s approach increases and reaches 20% as $M$ increases. Fig. 7 shows that the Zhang’s approach is ineffective in supporting the QoS requirements of RG traffic at the packet level. Nonetheless, the Zhang’s approach aims at maximizing the (network-wise) throughput in lieu of focusing on (node-wise) QoS satisfaction. The results also assure the fact that provisioning QoS and increasing throughput are conflicting performance measures [19].
2) Effect of $T$: For $M = 30$ mesh nodes, $|M_2| = 2|M_1|$, and $\lambda = 50$ packets/second, we study the impact of the polling time (or the length of an active interval) on the system performance measures. Fig. 8 shows the throughput performance versus the value of $T$. The throughputs obtained in all considered approaches decrease with the value of $T$. The larger the value of $T$, the less accurate the traffic load estimate and hence the weaker the throughput performance. In particular, even though our proposed distributed approach maintains its NCG against $T$ (see Table III), its throughput drops significantly from 3.0Mb/s to 1.9Mb/s. On the contrary, in Fig. 9, the RG packet dropping rates of the proposed four-phase centralized approach, the proposed two-phase distributed approach, the centralized baseline approach, the distributed baseline approach, and the Zhang’s approach [17] vs. the polling time (with $M = 30$ mesh nodes, $|M_2| = 2|M_1|$, and $\lambda = 50$ packets/second). The larger the value of $T$, the less accurate the traffic load estimate and hence the weaker the throughput performance. In short, resource allocation approaches without considering packet-level QoS provisioning are susceptible to the accuracy of traffic load estimates. For resource utilization, we observe that the trends of all curves are similar to those in Fig. 8.

3) Effect of $|M_1|$: For $M = 30$ mesh nodes, $T = 150$ms, and $\lambda = 50$ packets/second, we study the impact of RG traffic (i.e., the value of $|M_1|$) on the system performance measures. In Fig. 10, the throughput performance versus the value of $|M_1|$ is depicted. Since the network is not saturated, in general, all the curves go up with the number of RG nodes, $|M_1|$. From $|M_1| = 20$ onward, the throughputs of our proposed distributed approach and the distributed baseline approach begin to level off, resulting from the effect of resource reservation for the RG traffic. By the same token, the rates of the throughput increment in our proposed centralized approach and the centralized baseline approach decrease from $|M_1| = 25$ onward. The throughput performance of the Zhang’s approach first rises from $|M_1| = 10$ to 20 and then declines afterwards. Similar to the previous discussions, as the number of RG nodes increases, the Zhang’s approach fails to effectively provision packet-level QoS, thereby increasing its RG packet dropping rate and decreasing its throughput.

10% to 43%, resulting in the worst RG packet dropping rate performance. In short, resource allocation approaches without considering packet-level QoS provisioning are susceptible to the accuracy of traffic load estimates. For resource utilization, we observe that the trends of all curves are similar to those in Fig. 8.

**TABLE III**

RELATIONSHIP BETWEEN THE VALUE OF $T$ AND THE NODE COOPERATION GAIN (NCG) (i.e., NORMALIZED THROUGHPUT GAIN DUE TO NODE COOPERATION) FOR THE PROPOSED APPROACHES (WITH $M = 30$ MESH NODES, $|M_2| = 2|M_1|$, AND $\lambda = 50$ PACKETS/SECOND)

<table>
<thead>
<tr>
<th>$T$ (in ms)</th>
<th>20</th>
<th>50</th>
<th>150</th>
<th>300</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCG for the proposed centralized approach (in %)</td>
<td>21.13</td>
<td>22.46</td>
<td>23.15</td>
<td>32.50</td>
<td>54.05</td>
</tr>
<tr>
<td>NCG for the proposed distributed approach (in %)</td>
<td>5.48</td>
<td>6.99</td>
<td>7.58</td>
<td>11.06</td>
<td>13.71</td>
</tr>
</tbody>
</table>

![Fig. 8. Comparison of the throughput performance of the proposed four-phase centralized approach, the proposed two-phase distributed approach, the centralized baseline approach, the distributed baseline approach, and the Zhang’s approach [17] vs. the polling time (with $M = 30$ mesh nodes, $|M_2| = 2|M_1|$, and $\lambda = 50$ packets/second).](image1)

![Fig. 9. Comparison of the RG packet dropping rates of the proposed four-phase centralized approach, the proposed two-phase distributed approach, the centralized baseline approach, the distributed baseline approach, and the Zhang’s approach [17] vs. the polling time (with $M = 30$ mesh nodes, $|M_2| = 2|M_1|$, and $\lambda = 50$ packets/second).](image2)
We observe that the NCGs of our two proposed approaches stay more or less the same against $|M_1|$. It shows that the node cooperation opportunities of both proposed approaches are almost independent of the number of RG nodes in the system. It is noteworthy that, in Fig. 10, there is an obvious performance gap between the throughputs obtained from the considered approaches and the upper bound at a large $|M_1|$. This gap is mainly ascribed to the resource reservation for RG traffic. Concerning the RG packet dropping rates, the trends of the considered approaches are similar to the ones shown in Fig. 9. In a nutshell, with the virtue of node cooperation, our four-phase centralized approach can achieve better system performance and provide more effective QoS provisioning than its throughput-oriented counterpart when there is a large number of RG nodes in the network.

4) Effect of $\lambda$: For $M = 30$ mesh nodes, $|M_2| = 2|M_1|$, $T = 150$ ms, and $\rho = 1/3$, we study the impact of BE traffic (i.e., the value of $\lambda$) on the system performance measures. Here, we consider two cases: 1) $\lambda = 50$ packets/second (i.e., bursty data traffic) and 2) $\lambda \to \infty$ packets/second (i.e., background data traffic). Fig. 11 shows the throughput performance for $\lambda = 50$ and $\lambda \to \infty$. It is clear that the throughputs in the presence of background data traffic (i.e., $\lambda \to \infty$) are higher than in the case of Poisson arrivals (i.e., $\lambda = 50$). We also observe that the NCGs obtained drop from 23.14% to 9.01% in the proposed centralized approach and from 7.59% to 0% in the proposed distributed approach, respectively, when the data traffic changes from bursty (i.e., $\lambda = 50$) to background (i.e., $\lambda \to \infty$). Concerning our proposed centralized approach, since the rate function is a concave function and the throughput obtained by Phase-1 and Phase-2 resource allocation is already high in the case of $\lambda \to \infty$, the room for further throughput increment due to node cooperation is relatively smaller than in the case of $\lambda = 50$. As a result, the performance gain of the proposed four-phase centralized approach over the centralized baseline approach is less substantial. On the other hand, it is notable that the NCG of our proposed distributed approach vanishes in the case of $\lambda \to \infty$, the rationale for which is that all the mesh nodes are busy all the time and no mesh nodes are idle in the first minislot in the transmission phase. Thus, there is no partner available, wiping out the effectiveness of node cooperation. In other words, if a WMN with decentralized control is saturated (with background data traffic), the benefits of non-altruistic node cooperation cannot be exploited. In a nutshell, when designing and deploying an efficient and effective WMN in practice, we should take notice of the nature of node cooperation (i.e., non-altruistic or altruistic), the traffic pattern (i.e., bursty traffic or background traffic), and the mode of network operation (i.e., centralized control or distributed control). As regards the packet dropping rate of the RG traffic, we observe that the results are nearly the same as the ones shown in Fig. 7. All in all, the BE packets are assigned the lower priority and hence the change in the value of $\lambda$ has almost no influence on the packet dropping rate performance of RG traffic.

VII. CONCLUSIONS

In this paper, we propose two non-altruistic node cooperative resource allocation approaches tailored for WMNs with QoS support and service differentiation. Both the proposed four-phase centralized approach and the proposed two-phase distributed approach are shown to be effective in QoS provisioning for RG traffic and system performance improvement. Simulation results demonstrate that our proposed approaches achieve satisfactory system performance as the number of mesh nodes changes and are less susceptible to the inaccuracy of traffic load estimates. Our study reveals a crucial design principle that whether or not node cooperation is useful depends upon the nature of node cooperation, the traffic pattern, and the mode of network operation. Further, our approaches...
are of low complexity, leading to a viable candidate for practical implementation.
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