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Abstract—This paper presents a new approach to provide stochastic delay guarantees via full distributed model-based call admission control for IEEE 802.11 single-hop ad hoc networks. We propose a novel stochastic link-layer channel model to characterize the variations of the channel service process in a non-saturated case using a Markov-modulated Poisson process (MMPP) model. We use the model to calculate the effective capacity of the IEEE 802.11 channel. The channel effective capacity concept is the dual of the effective bandwidth theory. Our approach offers a tool for distributed statistical resource allocation in ad hoc networks, which combines both efficient resource utilization and quality-of-service (QoS) provisioning to a certain probabilistic limit. Simulation results demonstrate that the MMPP link-layer model and the calculated effective capacity can be used effectively in allocating resources with stochastic delay guarantees.
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I. INTRODUCTION

THE IEEE 802.11 medium access control (MAC) protocol has been widely studied and deployed. It is a very strong candidate for ad hoc networks mainly because of its distributed nature and low implementation cost. Supporting multimedia applications in IEEE 802.11 based ad hoc networks is a challenging task. The increasing demand for bandwidth from multimedia applications, the quality-of-service (QoS) constraints (such as delay bound), and the distributed control of ad hoc networks represent the main challenges. In this paper, we focus on the delay bound as a QoS constraint. As the IEEE 802.11 distributed coordination function (DCF) allocates the channel bandwidth equally among the nodes in an ad hoc network, resource allocation such as call admission control (CAC) is vital for QoS provisioning. An effective CAC scheme for ad hoc networks should work in a distributed manner and should use the wireless bandwidth efficiently (i.e., with a minimal amount of information exchanges). Indeed, as fully statistical (model based) CAC is efficient in bandwidth usage (involves only computations with minimal signaling exchanges) and does not need assistance from a central controller, it is very suitable for ad hoc networks.

Basically, the service time distribution of the IEEE 802.11 DCF channel (server) follows a very complex general distribution that can be evaluated only numerically, specially in a non-saturated case [1] [2]. This implies that a G/G/1 queuing analysis is required in order to provide statistical CAC for different multimedia traffic types [1]. The G/G/1 analysis is difficult when the arrival and service time distributions are complicated. Moreover, only first order statistics such as average waiting time can be used in CAC if it is based on a standard queuing analysis by using the Little’s theorem. The resource allocation (e.g., CAC) based on first order statistics can guarantee only that the average end-to-end delay in a packet transmission does not exceed a delay bound. However, this may not be efficient for real-time multimedia applications especially if the actual packet service time is not close to its average value as in the case of IEEE 802.11 DCF [1]. On the other hand, CAC decisions that depend on stochastic bounds, such as \( P(D > D_{\text{max}}) \leq \epsilon \) (where \( D \) represents the total packet delay, \( D_{\text{max}} \) is the delay bound, and \( \epsilon \) is the QoS violation probability upper bound), is more effective, but unfortunately cannot be realized by the standard queuing analysis.

To the best of our knowledge, the majority of the related works are either measurement-based admission control (e.g., [3]) or model-assisted measurement-based admission control (e.g., [4]-[6]). In [5], a CAC strategy is proposed based on the saturated throughput estimate. However, it is difficult to provide QoS guarantees in the saturated case since the node queues would be unstable. In [6], a centralized CAC algorithm has been proposed based on the effective bandwidth concept to guarantee a certain buffer loss rate. The CAC decision is based on a comparison between the effective bandwidth and the difference between the saturated throughput and the unsaturated throughput in average values without considering the randomness of the service time. Also, the saturation throughput is not necessarily the maximum throughput that the network can reach [7]. Our objective in this paper is to achieve stochastic delay guarantees by using a fully distributed model-based CAC algorithm. In order to realize our objective, we propose a link-layer stochastic channel model for IEEE 802.11 networks. We aim at characterizing statistically the IEEE 802.11 DCF channel capacity (service) variations at different traffic loads.

We use capacity and service interchangeably throughout this paper, referring to the random process that describes the number of packets successfully transmitted over a time interval.
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order to provide stochastic performance bounds without the need of a queuing analysis. Our link-layer channel model is based on the effective capacity link model presented in [8] for a wireless channel with capacity varying randomly with time. It is different from a physical-layer channel model that is used to predict the characteristics of the physical layer, although both channel models have a similar objective. The effective capacity for a channel is the dual of the effective bandwidth theory, which has been developed for wired networks [8], [9]. The effective bandwidth theory addresses the problem of finding the capacity to bound the queue for a random source traffic process served by a fixed capacity channel. However, by considering a random time-varying channel, the problem of bounding the queue can be addressed in a similar way by finding the effective capacity of the channel. It has been shown in [10] that the effective capacity for a channel model can also be extended to work with statistical traffic sources. We propose to use source traffic and channel modeling in making the CAC decisions without consuming the limited processing power of the ad hoc network nodes or the bandwidth of the channel in frequent measurements or traffic monitoring. The effective bandwidth approach has been used before to solve the classical resource allocation problem of finding the number of multiplexed traffic sources sharing a first-in-first-out (FIFO) buffer with fixed server capacity under a probabilistic QoS constraint [9]. In fact, our approach tackles the CAC problem in a single-hop IEEE 802.11 ad hoc network in a way similar to the classical one by introducing the effective capacity of the IEEE 802.11 channel. The IEEE 802.11 DCF as a server resembles a FIFO statistical multiplexer that multiplexes the traffic from different traffic sources but on a distributed fashion.

This paper presents two main contributions. First, we propose an MMPP link-layer channel model for the IEEE 802.11 DCF. The MMPP model has been used extensively in characterizing the arrival process of statistically multiplexed multimedia traffic sources [9]. However, we use the MMPP model here in a novel way to characterize the service process (not the arrival process) of the IEEE 802.11 DCF shared channel and to derive its effective capacity. To the best of our knowledge, there is no related work in the literature that addresses the effective capacity calculation for IEEE 802.11 DCF either in an ad hoc mode or in an infrastructure-based mode (WLANs). Moreover, our resource allocation technique (by using the effective bandwidth and the effective capacity) offers a step ahead of the other proposed schemes in the literature, as our scheme provides stochastic delay guarantees instead of average delay guarantees. We show that the derived effective capacity is sufficiently accurate in computing the number of nodes that can be admitted under the QoS constraint in terms of the delay bound. Second, we introduce a simple distributed model-based CAC algorithm for an IEEE 802.11 single-hop ad hoc network.

The rest of the paper is organized as follows. Section II provides the necessary background for the effective bandwidth theory and the effective capacity for a channel. It also illustrates the basic equations used throughout the paper in order to calculate both the effective bandwidth and the effective capacity. The system model is introduced in Section III. Section IV consists of four parts, where we first illustrate the behavior of IEEE 802.11 DCF under different traffic loads, present our proposed MMPP link-layer channel model, then show the applicability of the MMPP link-layer model to the case of heterogeneous traffic sources and provide the distributed CAC algorithm. Section V presents the simulation results to validate the proposed link-layer channel model and to demonstrate the performance of the proposed CAC algorithm. Section VI concludes this research.

II. PRELIMINARIES

A. The Effective Bandwidth of a Traffic Source

The effective bandwidth approach is to show that the queue length and the corresponding delay at a node can be bounded exponentially for different stochastic traffic types if an amount of bandwidth equal to the effective bandwidth of the source is provided by the channel [9].

Consider a queue of infinite buffer size served by a channel of constant service rate \( c \). Let \( D \) denote the total delay (queueing delay + service time) that a source packet experiences. By using the large deviation theory [8][11], it can be shown that the probability \( \epsilon \) that \( D \) exceeds a delay bound of \( D_{\text{max}} \) is given by

\[
\epsilon = \Pr\{D \geq D_{\text{max}}\} \approx e^{-\theta_b D_{\text{max}}}
\]

where the exponent \( \theta_b \) is the solution of

\[
\theta_b = c n_{\eta_c}^{-1}(c).
\]

In (2), \( n_{\eta_c}^{-1}(\cdot) \) is the inverse function of \( \eta_c(\cdot) \) which is effective bandwidth of the traffic source, given by

\[
\eta_c(x) = \lim_{t \to \infty} \frac{1}{t} \log E[e^{-xS(t)}], \forall x > 0
\]

where \( A(t) \) represents the arrival process of the source, i.e. the number of packet arrivals in the interval \([0, t]\). Thus, the source which has a delay bound of \( D_{\text{max}} \) will experience a delay-bound violation probability of at most \( \epsilon \) if the constant channel capacity \( c \) is at least equal to its effective bandwidth [8].

B. The Effective Capacity of a Channel

The effective capacity model is the dual of the effective bandwidth theory when the channel capacity is time varying. Let \( S(t) \) denote the service process of the channel (the amount of data that the channel can carry) in bits over the time interval \([0, t]\). The effective capacity function can be defined as [8]

\[
\eta_c(x) = -\lim_{t \to \infty} \frac{1}{t} \log E[e^{-xS(t)}], \forall x > 0.
\]

Similar to the effective bandwidth theory, it can be shown that the probability of the delay \( D \) exceeding a certain delay bound \( D_{\text{max}} \) satisfies [10]

\[
Pr\{D \geq D_{\text{max}}\} \approx e^{-\theta_c D_{\text{max}}}
\]

where the exponent \( \theta_c \) is the solution of

\[
\theta_c = u n_{\eta_c}^{-1}(u).
\]
Therefore, a source should limit its data rate to a maximum of
\( u \) in order to ensure that its delay bound \( (D_{\text{max}}) \) is violated with a probability of at most \( \epsilon \).

It has been shown in [10] that, if both the traffic source rate and the channel capacity are time varying, both the effective bandwidth of the source and the effective capacity of the channel should be equal in order to satisfy the stochastic delay bound. Then for a large enough \( D_{\text{max}} \), the total delay satisfies

\[
\frac{1}{D_{\text{max}}} \log \Pr(D > D_{\text{max}}) = -\theta_s
\]

where \( \theta_s \) is given by

\[
\theta_s = r\eta_c(r)
\]

and \( r \) is the unique solution of the equation

\[
\eta_c(r) = \eta_0(r).
\]

### III. System Model

We consider an IEEE 802.11 DCF single-hop ad hoc network, with a single and error-free physical channel. All the nodes can hear each other, so there are no hidden or exposed terminals. The network nodes are either active nodes (traffic sources) or just receivers. In what follows, unless ambiguity occurs, the term node refers to an active node. Consider the network in a non-saturated condition [7]. All the traffic sources are iid exponential on-off traffic sources (i.e. the on and off times are independent exponential random variables). It has been shown in [9] that the on-off sources can be used successfully to model different multimedia traffic types. Each active node \( i \) has a traffic source with average on time \( 1/\alpha_i \), average off time \( 1/\beta_i \), a constant data rate \( R_i \) during an on time period and the QoS requirement captured by \( D_{i_{\text{max}}} \) and \( \epsilon \).

Following the carrier-sense multiple access with collision avoidance (CSMA/CA) protocol as described in [12], the contention window \( (CW) \) size initially is set to \( CW_{\text{min}} \). After an unsuccessful transmission, the \( CW \) size is doubled up to a maximum value

\[
CW_{\text{max}} = 2^m_b \times CW_{\text{min}}
\]

where \( m_b \) is the number of backoff stages and has a typical value such as 5 [12]. The random access employs the four-way RTS-CTS-DATA-ACK handshaking technique as described in [7], [12]. Under the assumption of a fixed packet size, the packet transmission time \( T_s \) in time slots is given by [7]

\[
T_s = T_{\text{RTS}} + T_{\text{CTS}} + 3 \text{SIFS} + T_{\text{ACK}} + T + D_{\text{IFS}}
\]

and the packet collision time in time slots is given by [7]

\[
T_c = T_{\text{RTS}} + D_{\text{IFS}}
\]

where \( T_{\text{RTS}}, T_{\text{CTS}} \) and \( T_{\text{ACK}} \) represent the transmission times in time slots for the RTS, CTS and ACK packets, respectively; \( T \) is the data packet transmission time in time slots, which is constant for a fixed packet size; \( \text{DIFS} \) is the distributed inter-frame spacing and the SIFS is the short inter-frame spacing as defined in [12].

#### A. Service Time Statistics

In this subsection we address the first and the second order statistics of the service time distribution of the IEEE 802.11 DCF. These statistics help us in specifying the network operation region and in formulating our proposed MMPP model, as described in Subsections IV-A and IV-B.

The service time distribution of the IEEE 802.11 is complicated since, between two successful packet transmissions of any node, three different random variables (in the case of a fixed packet size) are involved; namely, the time \( W \) spent in the idle backoff time slots, the time \( T_{el} \) wasted in collisions happened either to other nodes or to the node under consideration, and the time \( T_{st} \) consumed in the successful transmissions of the other nodes. The analysis of the unsaturated case is harder than the saturated counterpart since every node may or may not have backlogged packets in its queue based on the value of the node queue utilization factor \( \rho \) (the probability of non-empty queue). In the unsaturated case, the system (from the point of view of any node that wants to transmit a packets) can be viewed as having different states. Each state has a number of nodes with backlogged packets. The system spends a random time in each state before transferring to another state. In fact, the first and second order statistics of the packet service time for any node can be obtained in a unified way if we conditioned all the associate random variables on the number of the nodes having backlogged packets, \( n \), in the system [13]. If the exact stationary distribution of the states is known, both the average service time and the variance can be calculated. The actual state distribution is computationally complex even for much simpler types of CSMA-based MAC protocols [14]. We use the average service rate conditioned on \( n \) in our proposed model.

Let \( p_n \) be the collision probability that a packet of the node under consideration will see, given \( n \) other nodes having backlogged packets \((n+1)\) nodes compete for transmission. We have

\[
p_n = 1 - (1 - \frac{1}{W_n})^n
\]

where \( W_n \) is the conditional average backoff time (idle time slots) given \( n \) nodes having backlogged packets, represented by [15]

\[
W_n = E[E[W_{\text{Bo}} = k]] = \sum_{k=0}^{m_b} n^k(1 - p_n)^2^{k} \frac{CW_{\text{min}}}{2} + p_n^{m_b+1} \frac{2^{m_b}CW_{\text{min}}}{2}
\]

with \( Bo \) being the backoff stage.

The variance of \( W_n \) can then be calculated using the following equation

\[
\text{Var}[W_n] = \text{Var}[E[W_{\text{Bo}} = k]] + E[\text{Var}[W_n|\text{Bo} = k]]
\]

The first term on the right hand side can be derived as
\[ V \left( Var \left( W_n | B_0 = k \right) \right) \approx \frac{1 - p_n - p_n (4p_n)^m}{1 - 4p_n} \frac{CW_{\text{min}}^2}{4} - \overline{W}^2 \]

while the second term approximately equals to

\[ E \left( Var \left( W_n | B_0 = k \right) \right) \approx \frac{1 - p_n - p_n (4p_n)^m}{1 - 4p_n} \frac{CW_{\text{min}}^2}{12} \]

and this finally leads to

\[ Var \left( W_n \right) \approx \frac{1 - p_n - p_n (4p_n)^m}{1 - 4p_n} \left( \frac{CW_{\text{min}}^2}{3} \right) - \overline{W}^2. \quad (15) \]

The time spent in successful transmissions for the \( n \) nodes (having backlogged packets) between two successful transmissions of the node under consideration follows a geometric distribution \([13]\) with parameter \( \kappa \),

\[ \Pr \{ T_{st} = sT_s \} = \kappa(1 - \kappa)^s, \quad s = 0, 1, 2, \ldots \]

where \( \kappa \) equals to \( 1/(n+1) \) as the IEEE 802.11 is shown to be fair both on short and long term basis \([16]\). Therefore, the conditional average of \( T_{st} \) is given by

\[ E[\tau_{st} | n] = \frac{1 - \kappa}{\kappa} T_s = nT_s \]

and the conditional variance is

\[ Var[\tau_{st} | n] = n(n+1)T_s^2. \]

The conditional average and variance of \( T_{cl} \) can be obtained following the same way as in \([13]\)

\[ E[\tau_{cl} | n] = \frac{n + 1}{2} \frac{p_n}{1 - p_n} T_c \]

\[ Var[\tau_{cl} | n] = \left( \frac{n + 1}{2} \frac{p_n}{1 - p_n} + \left( \frac{n + 1}{2} \frac{p_n}{1 - p_n} \right)^2 \right) T_c^2. \]

The total conditional average of the service time \( T_{cl} \) equals to the sum of the above conditional averages plus the packet transmission time \( T_s \) of the node under consideration, given by

\[ E[\tau_{cl} | n] = (n + 1)T_s + \frac{n + 1}{2} \frac{p_n}{1 - p_n} T_c + \overline{W} n \]

and hence the conditional service rate is

\[ \mu_n = \frac{1}{(n + 1)T_s + \frac{n + 1}{2} \frac{p_n}{1 - p_n} T_c + \overline{W} n}. \]

As the calculation of the service rate needs the stationary distribution of the states, another approach based on the first order statistics followed by \([17]\) leads to the following average service rate

\[ \mu = \frac{1}{\rho(N-1)T_s + \frac{N+1}{2} \frac{p_n}{1 - p_n} T_c + \overline{W} + T_s + \frac{N+1}{2} \frac{p_n}{1 - p_n} T_c}. \]

In (23), \( p \) is the unconditional collision probability, given by

\[ p = 1 - \left( 1 - \frac{\rho}{\overline{W}} \right)^{N-1}. \]

where \( N \) is the number of active nodes, and \( \overline{W} \) is the average backoff window given by

\[ \overline{W} \approx \frac{1 - p - p(2p)^m}{1 - 2p} \frac{1}{CW_{\text{min}}^2}. \]

However, the service time variance can not be obtained using the same approach but only by numerical techniques \([1]\) \([2]\).

IV. THE MMPP LINK-LAYER MODEL AND THE CAC ALGORITHM

A. IEEE 802.11 Behavior Under Different Traffic Loads

We study in this subsection the IEEE 802.11 DCF operation (in terms of traffic load) over which our model can work with sufficient accuracy. In fact, the traffic load directly affects the packet collision probability \( p \), which controls the service time distribution of the IEEE 802.11 DCF \([1]\) \([2]\). We can identify three different regions of operation for the IEEE 802.11 DCF. The first region is characterized by a low traffic load where the IEEE 802.11 packet service time becomes almost deterministic as has been shown by computer simulations in \([2]\). In this region, the collision probability is small, i.e., very few collisions occur. Therefore, the collision time and the backoff time (the contention window size most likely at \( CW_{\text{min}} \)) can be neglected as compared with the packet transmission time \( T_s \). In Appendix we show that at a low traffic load (low \( \rho \)), the ratio of the standard deviation of the service time \( \text{std}(T_i) \) to the average service time \( E[T_i] \) is approximately given by

\[ q = \frac{\text{std}(T_i)}{E[T_i]} \approx \sqrt{\frac{(N-1)\rho ((N-1)\rho + 3)}{(N-1)\rho + 1}}. \]

The service time distribution becomes more accurately deterministic as the value of \( q \) becomes smaller than one. This requires that \( \rho(N-1) \) be sufficiently smaller than one. The collision probability \( p \) at low \( \rho \) based on (24) can be approximated to

\[ p = 1 - \left( 1 - \frac{\rho}{\overline{W}} \right)^{N-1} \approx \frac{(N-1)\rho}{\overline{W}}. \]

Since \( \rho(N-1) \) should be smaller than one, this implies that

\[ \rho \overline{W} < 1 \]

where \( \overline{W} \) can be approximated (by neglecting the higher orders of \( p \)) using (25) to

\[ \overline{W} \approx \frac{1 - p - p(2p)^m}{1 - 2p} \frac{1}{CW_{\text{min}}^2}. \]

This leads to (by neglecting the second order of \( p \))

\[ p \leq \frac{2}{4 + CW_{\text{min}}}. \]

By solving (24) at the upper bound of (26) to calculate \( \rho \), we use the following equation to obtain the value of the traffic load \( \lambda_t \) corresponding to the upper bound of the first region

\[ \lambda_t \approx \frac{\rho}{T_s(\rho(N-1) + 1)}. \]

The above equation is derived from (23) by neglecting the ratio of both \( \overline{W} \) and \( T_s \) with respect to \( T_s \).
and packet sizes, respectively. As we can see from Figure 1(a), the utilization factor \( \rho \) is very sensitive to the traffic load when it approaches saturation (\( \lambda > 0.8 \lambda_{\text{sat}} \)). It increases up to its maximum value at (\( \rho = 1 \)) with a very large slope irrespective of the contention window or the packet size used. The collision probability is also sensitive to the traffic load and increases more rapidly when \( \lambda > 0.8 \lambda_{\text{sat}} \) regardless of the used packet size or contention window size as can be seen in Figure 1(b). We define the second region of operation as \( \lambda_i < \lambda \leq 0.8 \lambda_{\text{sat}} \) and the third region as \( \lambda > 0.8 \lambda_{\text{sat}} \). Since we are concerned with the packet delay, driving the network to work in the third region (beyond 0.8 \( \lambda_{\text{sat}} \)) may lead to a large delay if the average traffic load fluctuates toward saturation. Moreover, from Figure 1(c), it can be seen that if the network is allowed to work in the third region, only a small amount of the network throughput (less than 10% of the saturation throughput) would be gained. Therefore, the proposed MMPP link-layer channel model characterizes only the second region of operation. Also, the proposed CAC algorithm restricts the node admission to keep the network in the second region.

**B. MMPP Link-Layer Model for IEEE 802.11**

We use an MMPP model to approximate the channel service process \( S(t) \) when a certain average traffic load \( \lambda \) is applied to each active node. We assume that all the traffic sources have the same traffic parameters (average on time, average off time, and the data rate during the on time). We relax this assumption later in Subsection IV-C. The process \( S(t) \) is modeled from the perspective of the node under study by a Markov chain that has \( V \) states. While in state \( i \), the process behaves as a Poisson process with a state dependent parameter \( \mu_j \) as shown in Figure 2. Each state in the Markov chain represents the number of active nodes that have backlogged packets as seen by the node under study whenever it wants to transmit a packet. Note that an active node (i.e., a traffic source) may or may not have backlogged packets at a given instant. Consider that there are \( n \) nodes with backlogged packets when the process is in state \( j \). We approximate the service process \( S(t) \) at state \( j \) by a Poisson process with a rate \( \mu_j \), where \( \mu_j \) is given by (22). The Poisson approximation is based on our previous work in [18] where it is shown that the IEEE 802.11 DCF has a kind of memoryless behavior when all the competing nodes have backlogged packets.

The state transitions are limited to the adjacent states, because only one node can send a packet at a time and that the traffic sources are random and not synchronized. To find the rates of transitions we approximate the busy period
of the queue of any active node by an exponential random variable. If state \( j + 1 \) and state \( j \) represents \( m - 1 \) and \( m \) nodes having backlogged packets respectively, then the rate of transition \( \Omega_{j,j+1} \) from state \( j \) to state \( j+1 \) can be calculated as the reciprocal of the average busy period of the queue [19] multiplied by \( m \) as

\[
\Omega_{j,j+1} = m \left( \frac{\mu_j (\alpha + \beta)}{R} - \beta \right).
\]  (28)

The rate of transition \( \Omega_{j+1,j} \) from state \( j+1 \) to \( j \) simply equals to \( (N - m) \beta \) since both the on time and the off time of the traffic sources follow an exponential distribution. The model captures the states when the node under consideration is competing with two active nodes or more. We ignore the states when the node under consideration is sending alone or competing just with one node (i.e. just one node has backlogged packets) as these states will not last for a significant time for the traffic loads in the considered region of operation. These leads to \( V \) equal to \( N - 2 \). We found by the computer simulations that the state corresponds to two nodes with backlogged packets becomes insignificant, when the value of the traffic load is high enough (closer to 0.8 \( \lambda_{\text{stat}} \) than to \( \lambda_i \)). The model accuracy is affected by the number of nodes in the network since the assumption of constant and independent collision probability of [7] becomes more reasonable as the number of nodes increases.

From the MMPP model for \( S(t) \), the effective capacity of the IEEE 802.11 DCF can be derived (using the results in [11] and [8]) as

\[
\eta_e(x) = \frac{sp(Q + (e^{-x} - 1) \Phi)}{x}
\]  (29)

where \( Q \) is the transition rate matrix, \( \Phi = \text{diag}(\mu_1, \mu_2, \ldots, \mu_V) \), and \( sp(A) \) is the spectral radius of matrix \( A \).

**C. The MMPP Model with Heterogeneous On-Off Sources**

The MMPP link-layer model can be applied to the case of heterogeneous on-off sources (sources with different traffic parameters) if we use homogeneous sources with equivalent statistics to represent them approximately. We match the average, the variance, and the autocovariance of the heterogeneous sources with the homogeneous ones in order to obtain the traffic parameters of them in a way similar to that in [9]. The autocovariance function of an on-off source is given by [9]

\[
C(\tau) = R^2 u(1 - u) e^{-(\beta + \alpha) \tau}
\]

where \( u \) is the probability that the source is in the on state and given by

\[
u = \frac{\beta}{\beta + \alpha}
\]  (30)

and \( 1/\alpha \) is the average on time, \( 1/\beta \) is the average off time, and \( R \) is the constant data rate during the on time period. In order to compute the parameters (\( \alpha \), \( \beta \), and \( R \)) of the equivalent homogeneous sources we solve the following equations

\[
M u R = \sum_{i=1}^{L} M_i R_i u_i
\]  (31)

\[
M R^2 u(1 - u) = \sum_{i=1}^{L} M_i R_i^2 u_i (1 - u_i)
\]  (32)

\[
M R^2 u(1 - u) e^{-(\beta + \alpha) \tau} = \sum_{i=1}^{L} M_i R_i^2 u_i (1 - u_i) e^{-(\beta_i + \alpha_i) \tau}
\]  (33)

\[
M = \sum_{i=1}^{L} M_i
\]  (34)

where \( L \) is the number of source groups with the same traffic parameters and \( M_i \) is the number of sources per group and \( M \) is the number of equivalent sources. By (30)-(34), we can obtain all the parameters for the equivalent homogeneous sources. We use those parameters to compute the effective capacity as described in Subsection IV-B.

**D. The Distributed Model-based CAC Algorithm**

Our distributed model-based CAC algorithm is based on the MMPP link-layer channel model. We assume that: (i) The traffic source model parameters are known at each active node; (ii) No active nodes leave the network during the execution of the algorithm. The following are the steps of the algorithm:

Step 1: A new node that wants to join the network exchanges information with the network and knows the number of active nodes. Our distributed model-based CAC algorithm is based on the MMPP link-layer channel model. We assume that: (i) The traffic source model parameters are known at each active node; (ii) No active nodes leave the network during the execution of the algorithm. The following are the steps of the algorithm:

Step 2: The new node calculates its average traffic rate (\( \lambda \)) using the following equation

\[
\lambda = R u.
\]  (35)

If \( \lambda \) is less than \( \lambda_i \), the node goes to Step 3; otherwise the node jumps to Step 4.

Step 3: The node calculates the service rate \( \mu \) using (23)-(25). If \( R < \mu \), the node can be admitted to the network;
The value of $\theta_b$ is given by [11]

$$
\eta_b(x) = \left( \frac{R}{2} - \frac{\beta + \alpha}{2x} \right) + \sqrt{\left( \frac{R}{2} - \frac{\beta + \alpha}{2x} \right)^2 + \frac{\beta R}{x}} \quad (36)
$$

The node then proceeds to Step 5.

Step 4: The node compares the value of $\lambda$ and the value of $\lambda_{sat}$ after its admission. If $\lambda > 0.8\lambda_{sat}$, the node does not admit itself in order to prevent the network from being driven to the region of operation beyond 0.8$\lambda_{sat}$ (the third region as in Subsection IV-A). If $\lambda \leq 0.8\lambda_{sat}$, the node solves (9) by using (36) and (29) in order to calculate $r$. By applying the value of $r$ in (8), the node obtains $\theta_s$.

Step 5: Let $D_{act}$ denote the delay that results in a violation probability less than or equal to $\epsilon$ from the perspective of the node under study (if it uses the channel all the time to send its packets). By replacing $D_{max}$ with $D_{act}$ in (7) and using the values of $\theta$ or $\theta_s$ obtained by Step 3 or Step 4 respectively, the delay bound $D_{act}$ can be calculated. If more than one service class is available, $D_{max}$ represents the strictest delay bound among the different service classes. Since all the other nodes equally share the same channel with the node under study, if $D_{max} \geq ND_{act}$ the node can admit itself into the network, otherwise it cannot.

Figure 3 illustrates the fully distributed CAC procedure. Every node that wants to join the network can do the calculations to know if it can admit itself to the network or not with a minimal amount of information. This implies more efficient usage of the scarce bandwidth of the wireless channel. Also, the algorithm does not depend on any measurements or traffic monitoring, which is very essential for battery-powered ad hoc network nodes.

V. MODEL VALIDATION AND SIMULATION RESULTS

We verify the MMPP model and the effective capacity approach using the ns-2 simulator [22]. The simulation model simulates nodes moving in an unobstructed plane following the random waypoint model [23] with a maximum speed of 1 m/s. In the simulation, a node chooses its speed and its destination randomly and then moves to the destination. The simulation is done for a network having a variable number of mobile nodes over an area of 250x250 m$^2$. The node radios have a transmission range of 250 m and a carrier-sense range of 550 m. Only half of the nodes are active traffic sources, the other half are only receivers. The network represents a single-hop ad hoc network, where every sender sends data packets to one unique receiver.

A. Model Validation

In order to validate our approach, we simulate on-off exponential traffic sources with the same ($\alpha$, $\beta$) parameters as those used in the MMPP model. We calculate the delay bound for a violation probability $\epsilon$ of 0.05 for different number of nodes and different traffic loads by using the procedure described in Subsection IV-D. This delay bound is then used as an input to the ns2 simulator in order to measure the actual violation probability at different traffic loads. Table II shows the calculated delay bounds (using the IEEE 802.11 parameters given in Table I) in seconds for different traffic loads. Here, we validate the model only for $\lambda/\lambda_{sat}$ (which is the operating region characterized by the model). The results in Table II indicate that, when the traffic load in the network increases, the delay bound required to satisfy $\epsilon$ increases as less network resources become available for each active node with increasing traffic load. Figure 4 shows the measured violation probability compared with the 5% value obtained by calculating the effective capacity using the MMPP model for 20, 25 and 30 nodes respectively. The figure shows that using the MMPP model to calculate the effective capacity is generally conservative. As the traffic increases towards 0.8 $\lambda_{sat}$, the model becomes more accurate. When the traffic load increases to more than 0.8$\lambda_{sat}$, the model becomes slightly optimistic since in this region the queue utilization is very sensitive to the variation of the traffic load.

B. Average-Delay-based CAC and the Proposed Model-based CAC

Figures 5 and 6 compare the CAC based on average delay guarantees and the CAC based on the effective capacity approach and the MMPP link-layer model which provide stochastic delay guarantees for the same delay bound $D_{max}$. Figure 5 shows the relation between the number of admitted nodes based on the average delay, the number of admitted

<table>
<thead>
<tr>
<th>System Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet payload</td>
<td>256 Bytes</td>
</tr>
<tr>
<td>PHY header</td>
<td>128 bits</td>
</tr>
<tr>
<td>ACK</td>
<td>112 + PHY header</td>
</tr>
<tr>
<td>RTS</td>
<td>160 + PHY header</td>
</tr>
<tr>
<td>CTS</td>
<td>112 + PHY header</td>
</tr>
<tr>
<td>Slot Time</td>
<td>50 μs</td>
</tr>
<tr>
<td>SIFS</td>
<td>28 μs</td>
</tr>
<tr>
<td>DIFS</td>
<td>128 μs</td>
</tr>
<tr>
<td>Basic Rate</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>Data Rate</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>$C_{W_{min}}$</td>
<td>16</td>
</tr>
<tr>
<td>Backoff stages ($m_b$)</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 4. Violation probability variations with $\lambda/\lambda_{sat}$.
nodes based on our proposed approach and the traffic load is represented by the peak rate of the traffic source $R$. The figure shows that we can admit more nodes based on the average delay criterion. However, this comes with the expense of having a much higher violation probability $\epsilon$ as shown in Figure 6. In fact, this result is aligned with that in [9] which illustrates how the effective bandwidth can be used to provide stochastic QoS guarantees for a number of traffic sources sharing the buffer of an FIFO statistical multiplexer served by a fixed capacity server. It has been shown in [9] that the CAC based on the average source rate results in a larger number of traffic sources that can be admitted into the multiplexer buffer to achieve certain stochastic QoS guarantee. The number of sources that can be admitted decreases if the CAC is based on the effective bandwidth concept [9] and decreases even more if the CAC is based on the peak rate of the sources where a strict deterministic QoS guarantee is provided (i.e., transmission of every packet should satisfy the delay bound). The similarity between the results shown in Figures 5 and 6 and those given in [9] illustrates that the effective capacity approach using the MMPP model is effective. The IEEE 802.11 DCF operates in a way similar to a statistical multiplexer in the sense that the shared channel multiplexes statistically the traffic from different sources but on a distributed manner.

Figures 5 and 6 also show that the CAC based on the first order statistic (average total delay) is not effective for real time applications, as it provides no control on the violation probability. Actually, the IEEE 802.11 server capacity variations should be taken into consideration as its service time distribution does not have a negligible variance. The MMPP model captures the service variations and makes the CAC decision based on the stochastic delay bound requirement. It does not require the variance of the service time distribution of the non-saturated IEEE 802.11 DCF, which is quite complicated to obtain as we indicate in Subsection III-A, but is essential for any conventional queuing analysis.

C. The Admission Region

Figures 7 and 8 show samples of the admission region of two service classes for two different cases. The first case as shown in Figure 7 represents traffic sources of the same parameters ($\alpha_1 = \alpha_2 = 2.5 \, \text{s}^{-1}$, $\beta_1 = \beta_2 = 0.2 \, \text{s}^{-1}$, $R_1 = R_2 = 325$ Kbps) but with different delay requirements ($D_{1_{max}} = 1.5$ s and $D_{2_{max}} = 2.4$ s) for both service classes. In the sample of the second case shown in Figure 8, the parameters of the traffic sources are $\alpha_1 = \alpha_2 = 2.5 \, \text{s}^{-1}$, $\beta_1 = \beta_2 = 0.2 \, \text{s}^{-1}$, $R_1 = 325$ Kbps, and $R_2 = 380$ Kbps.
The delay requirement for class 1 is $D_{1,\text{max}} = 2.4$ s and for class 2 is $D_{2,\text{max}} = 2.7$ s. The CAC in Figure 8 is done by finding the equivalent homogeneous sources for both service classes and then applying the CAC procedure as described in Subsection IV-D. As we can see from Figure 7, when the traffic sources have the same parameters, the IEEE 802.11 server deals with all of them in a similar way and hence the CAC procedure admits only the number of sources that satisfy the service class with the strictest delay criterion (class 1). When no class 1 nodes are available, the IEEE 802.11 can serve more of class 2 nodes. This is a typical behavior when homogeneous traffic sources are multiplexed in an FIFO buffer [24]. Figure 7 also shows that our proposed CAC approach is in a good match with the simulation results. Figure 8 shows a comparison between the admission regions obtained by our proposed CAC approach and by computer simulations. The proposed CAC admits the number of equivalent sources that satisfy the strictest delay bound among the two classes. The figures shows that the proposed CAC algorithm based on equivalent source parameters is also in a good agreement with the simulation results. The figure is also similar to the FIFO admission region shown in [9].

VI. CONCLUSION

In this paper, we propose a new approach to achieve stochastic delay guarantees to IEEE 802.11 single hop ad hoc networks. Our approach tackles the CAC problem in IEEE 802.11 DCF in a way that resembles the classical one of finding the number of traffic sources that can be admitted in an FIFO statistical multiplexer. We present an MMPP link-layer channel model for IEEE 802.11 DCF. The model aims at characterizing the random service process variations in order to provide an effective capacity for the IEEE 802.11 DCF channel. The effective capacity model is the dual of the effective bandwidth theory. It can be used to allocate network resources in order to provide stochastic QoS guarantees for multimedia traffic sources served by a channel of time varying capacity. We also illustrate that the IEEE 802.11 behaves differently according to the traffic load in the network. Based on this illustration and by using the effective capacity model, we propose a distributed statistical CAC algorithm for IEEE 802.11 single-hop ad hoc networks. We validate the model and the algorithm by computer simulations. It is shown that the our model can be used effectively in allocating network resources and providing a stochastic guarantee for the delay bound.
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APPENDIX

In order to simplify the derivation of the service time standard deviation for a low traffic load, we assume that $T_{st}$, $W$ and $T_{cl}$ are independent random variables. The assumption is reasonable since, as the traffic load is low, the backoff window size will be minimum most of the time and hence will not have a significant effect on $T_{st}$. This implies that the variance of $T_i$ conditioned on the number of nodes having backlogged packets is given by

$$Var[T_i|n] = Var[T_{st}|n] + Var[T_{cl}|n] + Var[W_n].$$  \hfill (37)

Actually, $T_{cl}$ is very small and can be ignored compared to $T_{st}$ and the same holds for $W$ as $p$ is very small. Therefore, the conditional expectation of the service time in (21) is approximated by

$$E[T_i|n] \approx E[T_{st}|n] = (n+1)T_s.$$  \hfill (38)

The variance of the service time can be obtained by using

$$Var[T_i] = Var[E[T_i|n]] + E[Var[T_i|n]].$$  \hfill (39)

We approximate the stationary state distribution by a binomial distribution of parameters $N-1$ and $\rho$ in order to roughly estimate the variance. This leads to

$$E[Var[T_i|n]] \approx [(N-1)\rho ((N-1)\rho - \rho + 1) + (N-1)\rho] T_s^2$$  \hfill (40)

and

$$Var[E[T_i|n]] \approx [(N-1)\rho - (N-1)\rho^2] T_s^2.$$  \hfill (41)

By ignoring the second order of $\rho$ and by using (38), we obtain

$$\frac{std[T_i]}{E[T_i]} \approx \sqrt{(N-1)\rho ((N-1)\rho + 3)/(N-1)\rho + 1}.$$  \hfill (42)
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