Learning-based Computation Offloading for IoT Devices with Energy Harvesting

Minghui Min, Student Member, IEEE, Liang Xiao, Senior Member, IEEE, Ye Chen, Peng Cheng, Member, IEEE, Di Wu, Senior Member, IEEE and Weihua Zhuang, Fellow, IEEE

Abstract—Internet of Things (IoT) devices can apply mobile edge computing (MEC) and energy harvesting (EH) to provide high level experiences for computational intensive applications and concurrently to prolong the lifetime of the battery. In this paper, we propose a reinforcement learning (RL) based offloading scheme for an IoT device with EH to select the edge device and the offloading rate according to the current battery level, the previous radio transmission rate to each edge device and the predicted amount of the harvested energy. This scheme enables the IoT device to optimize the offloading policy without knowledge of the MEC model, the energy consumption model and the computation latency model. Further, we present a deep RL based offloading scheme to further accelerate the learning speed. Their performance bounds in terms of the energy consumption, computation delay and utility are provided and verified via simulations for an IoT device that uses wireless power transfer for energy harvesting. Simulation results show that the proposed RL based offloading scheme reduces the energy consumption, computation delay and task drop rate and thus increases the utility of the IoT device in the dynamic MEC in comparison with the benchmark offloading schemes.
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I. INTRODUCTION

With limited computation, energy and memory resources, Internet of Things (IoT) devices such as sensors, cameras and wearable devices have a computation bottleneck to limit the support for advanced applications such as interactive online gaming and facial recognition applications [1], [2]. This challenge can be addressed by mobile edge computing (MEC) techniques [3], in which IoT devices offload the computation tasks to edge devices such as the base stations (BSs), access points (APs), laptops and even smartphones within the radio access of the IoT devices. By utilizing the computation, cache and energy resources of edge devices, computation offloading can reduce the computation delay, conserve battery resources, and even enhance security for the computation intensive IoT applications [4], [5].

Energy harvesting (EH) is another promising technique that prolongs battery lifetime and provides a satisfactory quality of experiences for IoT devices [6]–[9]. The EH module enables an IoT device to capture the ambient renewable energy such as solar radiation, wind power generation, radio-frequency (RF) signals, and kinetic human motion to supply the “greener” energy for the IoT central processing unit (CPU) and the radio transceiver.

One critical problem in the computation offloading is the selection of the edge device from all the potential radio device candidates within the radio coverage area [10]. This is further complicated by the determination of offloading rate, i.e., the quantity of computation tasks to offload to the edge device [11], [12]. An IoT device often requires a longer period of time to transmit the offloading data and receive the computation result compared with the local computation within the IoT device. This is further complicated by the chosen edge device carrying out heavy workloads and experiencing degraded radio channel fading and interference [9]. It is therefore challenging for an IoT device to optimize the offloading policy within the dynamic MEC network with time variant radio link transmission rates [13], especially with an unknown amount of the renewable energy within a given time duration.

The complications associated with offloading have recently attracted the attention of researchers. For example, the mobile offloading scheme as proposed in [14] uses the Lyapunov optimization to minimize the worst-case expected computation cost with a single known MEC server, based on the knowledge of both the transmission delay model and the local execution model. The online learning based MEC in [15] which utilizes EH can reduce the time cost, assuming both the normal distributed renewable energy generation under the known offloading delay model and the power consumption model. The assumptions may not be practical for IoT devices, especially in dynamic MEC networks with multiple edge candidates.

In this paper, we investigate computation offloading of IoT devices with EH in a dynamic MEC network. We consider that an IoT device is connected with multiple edge devices of different communication overheads, and can utilize the EH history or model to approximately predict the future renewable energy generation trend. We present a reinforcement learning
(RL) based computation offloading framework for an IoT device to select an edge device and consequently determine the proportion of the computation tasks to offload. Each offloading decision is made in accordance to the radio transmission rate of each IoT-edge link in the previous time slot, the predicted renewable energy harvesting model and the current battery level of the IoT device. The computation offloading process of the IoT device can be modeled by a Markov decision process (MDP). Consequently, reinforcement learning techniques, such as Q-learning, enable the IoT device to act as a learning agent to achieve the optimal offloading policy after a large number of offloading interactions with probability one [16].

We propose a reinforcement learning based computation offloading scheme (RLO) for an IoT device with EH without knowledge of the MEC model, the computation delay model, and the energy consumption model. The offloading policy including the edge device and the offloading rate is selected according to the current MEC state and the quality function or Q-function that is the expected long-term discount reward for each state-action pair. The IoT device evaluates the reward or utility value based on the overall delay, energy consumption, task drop loss, and the data sharing gains within each time slot. This in turn updates the Q-function according to the iterative Bellman equation [16] based on the utility and the latest offloading policy. A transfer learning method in reinforcement learning [17] exploits the offloading experiences in similar scenarios to initialize the Q-values and therefore reducing the exploration time at the initial stage in the repeated offloading process with edge devices.

Moreover, we propose a deep reinforcement learning based offloading scheme (DRLO) to improve the offloading performance for the case with a large state space. For example, an IoT device can expect a large number of feasible battery levels, a large amount of renewable energy generated in a time slot, and a large number of potential radio transmission rates corresponding to each edge device. This scheme applies deep convolutional neural network (CNN) [18] to compress the state space and accelerate the learning speed. This scheme can be implemented on IoT platforms such as Qualcomm Snapdragon 800 and Nvidia Tegra K1 that support for deep learning [19], [20].

We present the performance of RL-based offloading schemes and the convergence performance for three typical MEC scenarios, for an energy consumption model based on CPU frequencies and transmission power. The local computational time and the transmission time are considered in the analysis, and the performance bound of the proposed scheme regarding the energy consumption, computation delay, and utility from each offloading decision is provided. Simulations are performed for IoT devices with wireless power transfer to capture the ambient RF signals from a dedicated RF energy transmitter to charge the IoT battery [21], [22]. Simulation results show that the DRLO scheme saves the energy consumption of IoT devices, reduces the computation delay and decreases the task drop rate, and thus increases the utility of IoT devices, compared to the benchmark Q-learning-based offloading scheme. The main contributions of this study are summarized as follows:

1. An RL-based computation offloading scheme for IoT devices with EH is presented. This scheme enables an IoT device to select the edge device and the offloading rate according to the current battery level, the previous radio transmission rate, and the predicted EH model. Further, this scheme also enables an IoT device to achieve the optimal offloading without knowing the MEC model, the energy consumption model and computation delay model in dynamic MEC with low computation complexity;

2. We propose a deep RL-based offloading scheme to compress the state space dimension, with a transfer learning technique to accelerate the learning speed at the initial stages and improve the offloading performance for IoT devices with sufficient computation resources;

3. We provide the performance bound of the proposed RL-based offloading schemes and prove their convergence to the optimal utility.

The rest of this paper is organized as follows: Related studies are reviewed in Section II. The mobile offloading model and the EH model are presented in Section III. An RLO scheme for IoT devices with EH is proposed in Section IV and a DRLO scheme is discussed in Section V. Analysis of the performance bounds of the proposed computation offloading schemes is given in Section VI. Simulation results are discussed in Section VII, followed by the conclusion of this study in Section VIII.

II. RELATED WORK

MEC is an effective approach to augment computation capability of mobile devices. An offloading framework is applied for offloading the computation tasks from a single mobile device to multiple edge devices, and the task allocation and CPU frequency are jointly optimized to minimize the execution latency and energy consumption [10]. Binary offloading proposed in [23] reduces the computation overhead for resource-constrained mobile devices with multi-channel wireless interference with a single edge. Resource allocation and partial offloading in a multiuser MEC network are investigated to minimize the energy consumption under a latency constraint [24]. Dynamic voltage scaling is incorporated into partial computation offloading to jointly decrease the energy consumption and latency in the allocation of the computation resources, transmission power, and offloading rates of the mobile devices [25].

Energy harvesting is a promising solution to provide perpetual energy supply for self-sustainable mobile devices. A Lyapunov optimization-based binary offloading scheme is proposed for the EH-powered mobile devices to reduce the execution delay and computation failures with a single known MEC server [14]. For EH-powered edge servers, a learning-based online algorithm is studied for the system operator to decide the amount of workload offloaded from the edge server to the central cloud and the processing speed of the edge server [15]. The study is based on the information of core network congestion state, computation workload, and energy state information. A wireless-powered single-user mobile cloud computing system is investigated in [11], which
includes the evaluation of the optimal CPU cycle frequencies for local computing and time division for offloading to adapt to the transferred power, based on the convex optimization theory. Furthermore, a binary offloading policy in a wireless-powered MEC network is proposed, which utilizes the AP to transfer RF power to the mobile device and execute the computation tasks [12]. Most of existence works are based on the known models, such as transmission delay model and energy consumption model. However, these assumptions may not be practical for IoT devices in dynamic MEC networks.

RL techniques have been applied for offloading strategies in the dynamic MEC network. An efficient RL-based resource management algorithm is proposed to optimize the on-the-fly workload offloading rate to centralized cloud and edge server, provisioning to minimize the service delay, and operational cost [15]. The computation offloading strategies include application of Q-learning techniques, i) to derive the optimal offloading rates and reduce the attack rate of smart attackers at IoT devices [26], and ii) to achieve optimal offloading and reduce response time in edge-based offloading [27]. Q-learning, Dyna-Q, and post decision state techniques are applied to malware detection offloading in order to improve the detection performance without being aware of the trace generation and the channel models in dynamic radio environments [28]. A binary MEC offloading scheme named DRL in [29] uses deep RL to choose whether to offload to the edge device that serves multiple users. This can reduce the energy consumption and average computation delay as compared with both the full-offloading and non-offloading schemes. This work further improves the offloading scheme by incorporating the radio transmission rate, the harvested energy and the battery level in the state of the learning process and using transfer learning and deep learning to optimize the edge selection and the offloading rate for better computation performance.

III. System Model

An MEC network consisting of an IoT device and M edge devices is considered, as shown in Fig. 1. The IoT device can represent a smart watch and smartphone [30], which has to support computation intensive tasks such as augmented reality applications. These tasks should be processed timely to satisfy the user experience and to further actions locally or remotely. The IoT device is equipped with electricity storage elements and EH components, such as RF energy harvester, photovoltaic modules, and wind turbines. With energy powered by the EH component, the IoT device can either execute its computation tasks locally or offload partial or all tasks to the edge devices that can provide high computation performance with a virtual machine. Time is slotted with a constant slot duration, and the time slot index is denoted by \( k \), with \( k \in \{1, 2, \ldots\} \).

The IoT device generates computation tasks associated with a data volume of \( C(k) \) bits at time slot \( k \). According to literature [31], we focus on delay-sensitive applications, with execution duration of the computation tasks \( C(k) \) no longer than a time slot length. The IoT device applies the computation partition scheme proposed in [32] to divide the computation tasks into \( N_x \) parts.

The IoT device selects edge device \( i \) to offload the computation tasks at time slot \( k \) based on radio link transmission rate \( B_i(k) \), with \( 1 \leq i \leq M \), and decides the offloading rate denoted by \( x(k) \), with \( x(k) \in \{0/N_x\} \leq l \leq N_x \). More specifically, the IoT device executes the computation tasks locally if \( x(k) = 0 \), and offloads all the computation tasks to edge device \( i \) if \( x(k) = 1 \). The IoT device offloads \( x(k) C(k) \) data to the selected edge device and the remaining \( (1 - x(k)) C(k) \) data are processed locally if \( 0 < x(k) < 1 \). The IoT device selects its offloading policy at time slot \( k \) denoted by \( a(k) \) from all the possible policies denoted by \( A \). For ease of reference, our commonly used notations are summarized in Table I. The time index \( k \) in the superscript is omitted if no confusion occurs.

### A. Local Computing

The CPU of the IoT device is the primary engine for local computation. The performance of CPU is controlled using the CPU-cycle frequency. Local computing for executing \( (1 - x(k)) C(k) \) input bits occurs at the IoT device. Let \( N \) denote

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x(k) )</td>
<td>Proportion of the data offloaded to the edge device at time slot ( k )</td>
</tr>
<tr>
<td>( B_i(k) )</td>
<td>Radio transmission rate between the IoT device and edge device ( i )</td>
</tr>
<tr>
<td>( \rho(k) )</td>
<td>Amount of harvested energy</td>
</tr>
<tr>
<td>( b(k) )</td>
<td>Battery level</td>
</tr>
<tr>
<td>( P )</td>
<td>Transmit power of the IoT device</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Transmit power of the energy transmitter</td>
</tr>
<tr>
<td>( f )</td>
<td>Scheduled CPU-cycle frequencies for local execution</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of CPU cycles required to process one bit task input</td>
</tr>
<tr>
<td>( E(k) )</td>
<td>Energy consumption</td>
</tr>
<tr>
<td>( T(k) )</td>
<td>Computation delay</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Task drop loss</td>
</tr>
<tr>
<td>( W )</td>
<td>Experience size in the CNN input sequence</td>
</tr>
<tr>
<td>( H )</td>
<td>Size of minibatch of the CNN</td>
</tr>
</tbody>
</table>
the number of CPU cycles required for computing one input bit. Therefore, the total number of CPU cycles required for the
\((1 - x(k)) C(k)\) bits is \((1 - x(k)) C(k) N\). By applying dynamic voltage and frequency scaling techniques [25], the IoT device can control the energy consumption for local task execution by adjusting the CPU frequency \(f_m\) for each cycle \(m\), with \(m \in \{1, 2, ..., (1 - x(k)) C(k) N\}\). The execution latency for local computing at time slot \(k\) is denoted by \(T_{0(k)}\) and given by the following equation:

\[
T_{0(k)} = \sum_{m=1}^{(1 - x(k)) C(k) N} \frac{1}{f_m}.
\]

According to [23], the IoT device consumes \(E_{0(k)}\) energy for local computing at time slot \(k\), with

\[
E_{0(k)} = \sum_{m=1}^{(1 - x(k)) C(k) N} \varsigma f^2_m,
\]

where \(\varsigma\) is the effective capacitance coefficient that depends on the chip architecture. The proposed scheme is applicable to IoT devices with the dynamic frequency and voltage scaling according to [23] and [25], and fixed CPU frequency and voltage can be viewed as a special case.

B. Computation Offloading

The IoT device sends the computation tasks to the edge device \(i\) at time slot \(k\) with the uplink radio transmission rate \(B_i(k)\). The transmission duration to offload \(x(k) C(k)\) bits data to edge device \(i\) is represented by \(T_i(k)\), with

\[
T_i(k) = \frac{x(k) C(k)}{B_i(k)}.
\]

Based on [33], the IoT device consumes \(E_i(k)\) energy to offload the tasks to edge device \(i\) at time slot \(k\), which depends on the transmit power \(P\) for offloading and the transmission duration \(T_i(k)\), with

\[
E_i(k) = \frac{x(k) C(k) P}{B_i(k)}.
\]

C. Energy harvesting

The IoT device may contain RF energy harvester, photovoltaic modules and wind turbines, which can convert renewable resources (such as ambient RF signals, wind and solar) to electricity. It also contains a battery in order to balance the power supply and demand. Moreover, the harvested renewable energy can be stored in the battery to support both the local computing and computation offloading.

The amount of energy harvested at time slot \(k\) is denoted by \(\hat{p}^{(k)}\) and the total energy consumed by the IoT device at time slot \(k\) is denoted by \(E(k)\), with \(E(k) = \left( E_{0(k)} + E_i(k) \right)\). The battery level at the beginning of time slot \(k\) is denoted by \(\hat{b}(k)\), and it evolves according to the following equation:

\[
\hat{b}(k+1) = \max \left\{ 0, \hat{b}(k) - E(k) + \hat{p}^{(k)} \right\}.
\]

The IoT device drops the computation task, if its energy is insufficient, i.e., \(\hat{b}(k+1) = 0\).

As a special case, the RF-enabled wireless energy transfer technology in [21] is considered, in which the IoT device is powered with the dedicated wireless power transmitter that provides continuous and stable microwave energy over the air. Let \(\nu \in (0, 1)\) be the energy conversion efficiency, \(\eta^{(k)}\) denote the transmission power, \(d^{(k)}\) represent the distance between the energy transmitter and the IoT device at time slot \(k\), \(\tau \geq 2\) denote the path loss factor exponent, and \(G\) denote the combined gain of the RF energy transmitter antenna and the IoT antenna. According to [21], the amount of the harvested energy of the IoT device in time slot \(k\) is given by

\[
\rho^{(k)} = \nu \eta^{(k)} \left( d^{(k)} \right)^{-\tau} G.
\]

The amount of energy harvested at time slot \(k\) can be estimated by the IoT device according to the power harvested history and the modeling method in [34]. The estimated amount of the generated energy is denoted by \(\hat{\rho}^{(k)}\). The estimation error regarding \(\rho^{(k)}\) is denoted by \(\Delta^{(k)}\), which follows a uniform distribution with the maximum estimation error \(\zeta\), and is given by

\[
\Delta^{(k)} = \rho^{(k)} - \hat{\rho}^{(k)} \sim \zeta U(-1, 1).
\]

IV. RL-BASED COMPUTATION OFFLOADING

In the dynamic computation offloading process, the IoT device selects its proportion of data to offload to an edge device based on the system state, consisting of the previous radio link transmission rate, the predicted amount of harvested renewable energy, and the current battery level. Noteworthy, the next system state observed by the IoT device depends only on the current state and actions, and not on the past history of the process. Therefore, the computation offloading process can be viewed as an MDP, in which the Q-learning technique, a model-free and widely used RL technique, can derive the optimal policy without knowledge of the MEC model, energy consumption model, and computation latency model.

We propose an RL-based offloading scheme RLO that uses the transfer learning method [17] to initialize the learning parameters. More specifically, the Q-values are initialized with the offloading experience in similar environments, i.e., a number of indoor or outdoor networks with typical MEC deployments given the same energy harvesting source. The RLO scheme reduces random explorations at the initial stage of the dynamic computation offloading process, and thus accelerates the learning speed.

In each time slot, according to the EH model such as (6), the IoT device can estimate the amount of harvested energy \(\hat{\rho}^{(k)}\), observe its current battery level \(\hat{b}(k)\) and the radio link data rates to the \(M\) edge devices in the last time slot (i.e., \(B_1^{(k-1)}, ..., B_M^{(k-1)}\)), which are used to formulate the state denoted by \(s^{(k)}\), with \(s^{(k)} = \left[ B_1^{(k-1)}, ..., B_M^{(k-1)}, \hat{\rho}^{(k)}, \hat{b}(k) \right]\).

The IoT device selects edge device \(i\) and the rate of computation tasks to offload, i.e., \(a^{(i)} = \left[ i^{(k)}, x^{(k)} \right]\), based on state \(s^{(k)}\), and applies the \(\varepsilon\)-greedy policy with \(0 < \varepsilon \leq 1\) to avoid staying in the local maximum. More specifically,
the offloading policy that achieves the highest expected long-term utility or Q-function denoted by \( Q(s(k), a) \) for current state is selected with a high probability \( 1 - \varepsilon \), while each of the other offloading strategies is selected with a low probability \( \varepsilon / ((N_e + 1) M) \) to encourage explorations.

The IoT device offloads computation tasks associated with the \( x(k)C(k) \) data to edge device \( i \) at time slot \( k \), and locally processes the remaining tasks. When the edge device completes processing the tasks on behalf of the IoT device, it sends the computation results back to the IoT device. It is assumed that the output of the computation results is of small size, thus the transmission delay between the edge device and the IoT device is negligible. The IoT device then evaluates the data sharing gain, measures the total energy consumption and the results of the processed tasks, and measures the computation delay represented by \( T(k) \) which depends on the local execution delay \( T_0(k) \) and the transmission delay to the selected edge device \( T_i(k) \), i.e., \( T(k) = \max\{T_0(k), T_i(k)\} \).

The IoT device fails to perform the computation task in case of insufficient energy, i.e., \( b(k+1) = 0 \). The task drop loss denoted by \( \psi \) is defined as the cost if a computation task fails. The indicator function denoted by \( I(\varpi) \) equals 1 if \( \varpi \) is true and 0 otherwise. Let \( \beta \) and \( \mu \) be the weighting parameters of energy consumption and computation delay of the IoT device, respectively. The utility of the IoT device to select edge device \( i \) at time slot \( k \) is denoted by \( U_i(k, x) \), which depends on the data sharing gains, the task drop loss, the energy consumption, and the overall computation delay, and is given by:

\[
U_i(k, x) = xC(k) - \psi I(b(k+1) = 0) - \beta E(k) - \mu T(k). \tag{8}
\]

The system state transits to the next state \( s(k+1) \) if the IoT device offloads \( x(k)C(k) \) data to the selected \( i \)-th edge device at state \( s(k) \). According to this offloading experience, denoted by \( (s(k), a(k), U(k), s(k+1)) \), the IoT device updates the Q-function of the state-action pair \( (s(k), a(k)) \) in the following manner:

\[
Q\left(s(k), a(k) \right) \leftarrow (1 - \alpha) Q\left(s(k), a(k) \right) + \alpha \left( U(k) + \gamma \max_{a' \in A} Q\left(s(k+1), a' \right) \right), \tag{9}
\]

where the learning rate \( \alpha \in (0, 1) \) is the weight of the current offloading experience. The discount factor \( \gamma \in [0, 1) \) denotes the myopic view of the IoT device regarding the future reward.

The computation offloading scheme is summarized in Algorithm 1. This scheme can achieve the optimal computation offloading policy via trial-and-error over sufficient time slots.

The learning speed of the RLO scheme increases with the dimension of the action-state space, which increases with the number of feasible IoT battery levels, the amount of renewable energy generated in a time slot, and the number of potential radio transmission rates corresponding to each edge device, yielding serious performance degradation.

V. DEEP RL-BASED COMPUTATION OFFLOADING

Herein, we propose a deep RL-based offloading scheme DRLO to improve the computation performance. This scheme utilizes a deep CNN to compress the state space and accelerate the convergence speed of offloading process in Algorithm 1. Fig. 2 illustrates that the deep CNN is a nonlinear approximator of the Q-value for each offloading policy.

Algorithm 2 summarizes the DRLO scheme, which extends the system state \( s(k) \) as in Algorithm 1 to the offloading experience sequence at time slot \( k \) denoted by \( \varphi(k) \), to accelerate the learning speed and improve the computation performance of the IoT device. More specifically, the experience sequence consists of the current system state \( s(k) \) and the previous \( W \) system state-action pairs, i.e.,

\[
\varphi(k) = \left\{ (s(k-W), a(k-W), \ldots, s(k-1), a(k-1), s(k)) \right\}. \tag{10}
\]

If the number of offloading experiences is less than \( W \), i.e., \( k \leq W \), the IoT device randomly selects an offloading policy from action set \( A \), as shown in Algorithm 2.

Fig. 2 shows that the experience sequence, \( \varphi(k) \), is reshaped into an \( n_0 \times n_0 \) square matrix and then input into the CNN with weights denoted by \( \theta(k) \). The CNN consists of two convolutional (Conv) layers and two fully connected (FC) layers. The first Conv layer consists of \( m_1 \) different filters. Each filter has size \( n_1 \times n_1 \) and uses stride \( s_1 \). The output of the first Conv layer is then passed through a rectified linear unit (ReLU) given in [18] as the activation function. The second Conv layer includes \( m_2 \) different filters. Each filter has size \( n_2 \times n_2 \) and stride \( s_2 \), and uses the same linear rectifier. The outputs of the 2nd Conv layer are flattened to a vector and then sent to the two FC layers. The first FC layer involves \( m_3 \) rectified linear units, and the second FC layer provides \( Q(\varphi(k), a; \theta(k)) \) to estimate the Q-values for all \( |A| \) computation offloading strategies at the current system sequence \( \varphi(k) \).

To make a tradeoff between exploitation and exploration, the IoT device selects the offloading policy, \( a(k) \in A \), based on the output of the CNN according to the \( \varepsilon \)-greedy policy [35], and then sends \( x(k)C(k) \) data to edge device \( i \).
Algorithm 2 Deep RL-based computation offloading scheme

1: Initialize $C, f, N, B_1(0), ..., B_M(0), \hat{b}(1), b(1), W, H$, and $D = \emptyset$
2: $\theta(0) \leftarrow \theta^*$
3: for $k = 1, 2, 3, ...$ do
4:   Estimate the amount of harvested energy $\hat{\rho}(k)$
5:   Observe the radio transmission rate, $B_1(k-1), ..., B_M(k-1)$, and the current battery level $b(k)$
6:   Select $a(k) = [i(k), x(k)] \in A$ at random
7:   if $k \leq W$ then
8:      Form the experience sequence $\varphi(k) = \{ (s(k-W), a(k-W)) \in A \}$
9:      Set $\varphi(k)$ as the input of the CNN
10:     Observe the output of the CNN to obtain $Q(\varphi(k), a; \theta(k))$
11:    Select $a(k) \in A$ via $\varepsilon$-greedy policy
12:   end if
13:   Offload $x(k)C$ data to the selected $i$-th edge device
14:   Observe the battery level
15:   Evaluate the energy consumption, computation delay and task drop loss
16:   Evaluate $U(k)$ via (8)
17:   $D \leftarrow D \cup \{ (\varphi(k), a(k), U(k), \varphi(k+1)) \}$
18:   for $d = 1, 2, 3, ..., H$ do
19:      Select $(\varphi(d), a(d), U(d), \varphi(d+1)) \in D$ at random
20:      Calculate $R$ via (13)
21:   end for
22:   Update the CNN weights with $\theta(k)$ by minibatch gradient descent
23: end for

After receiving the processed results from the edge device, the IoT device evaluates the data sharing gains, the current battery level, the energy consumption and the overall delay to obtain its reward or utility $U(k)$ via (8). The DRLO scheme also updates a quality function $Q$ for each action-state pair in the dynamic computation offloading process, given by

$$Q(\varphi(k), a) = E_{\varphi'}\left[U(k) + \gamma \max_{a'\in A} Q(\varphi', a') | \varphi(k), a\right] (11)$$

where $\varphi'$ is the next state sequence based on the selection of offloading policy $a(k)$ at state $\varphi(k)$.

The experience replay utilizes the memory pool as shown in Fig. 2 to store the offloading experiences. The offloading experience that the IoT device obtained at time slot $k$ is denoted by $e(k) = (\varphi(k), a(k), U(k), \varphi(k+1))$, and the memory pool is $D$, with $D = \{ e(1), ..., e(K) \}$. According to the experience replay technique, the IoT device randomly selects an experience from $D$ to update the CNN weight $\theta(k)$. The stochastic gradient descent algorithm is applied, in which the mean-squared error between the network's output and the target optimal Q-value is minimized with the minibatch updates. The loss function is given by [18]

$$L(\theta(k)) = E_{\varphi,a,U,\varphi'} \left[ \left( R - Q(\varphi, a; \theta(k)) \right)^2 \right] (12)$$

where the target optimal Q-function $R$ is given by

$$R = U + \gamma \max_{a'\in A} Q(\varphi', a'; \theta(k-1)). (13)$$

This process repeats $H$ times, and $\theta(k)$ is then updated according to these randomly selected experiences.

Similar to Algorithm 1, the transfer learning method is applied to initialize the CNN parameters in the DRLO scheme rather than initializing them randomly to accelerate the learn-
ing speed. The IoT device stores emulational experience \( \{ \varphi^{(k)}, a^{(k)}, U^{(k)} \} \) in the database \( \mathbb{E} \), and the resulting CNN weights \( \theta^* \) based on \( \xi \) experiences are used to initialize \( \theta^{(0)} \) as shown in Algorithm 2.

VI. PERFORMANCE EVALUATIONS

The optimal offloading policy is analyzed for a static scenario, which can be used as the performance upper bound to evaluate the RL-based offloading scheme in the dynamic process over sufficient time slots. The time index \( k \) in the superscript is omitted in the following for clarity. The IoT device selects the optimal offloading policy \( a^* = [i^*, x^*] \), with \( x^* \) of computation tasks offloaded to edge device \( i^* \) to maximize the utility of the IoT device. According to [9] and [14], the IoT device has the same local CPU-cycle frequency \( f \) during the learning process and takes \( N \) CPU cycles to perform a single computation task.

**Proposition 1.** The optimal offloading policy of the IoT device is \( a^* = [i^*, 1] \), if

\[
B_{i^*} \geq \max \left\{ \frac{\mu + \beta P}{\beta \varsigma N f^2 + 1}, \frac{P}{\varsigma N f^2} \right\}
\]

(14)

where

\[
i^* = \arg \max_{1 \leq i \leq M} B_i.
\]

(15)

Proof. By (8), \( \forall B_i \leq x f / ((1 - x)N) \), we have

\[
\frac{\partial U_{i^*}}{\partial B_{i^*}} = \frac{\beta P + \mu}{B_{i^*}} \geq 0,
\]

(16)

and \( \forall B_i \geq x f / ((1 - x)N) \), we have

\[
\frac{\partial U_{i^*}}{\partial B_{i^*}} = \frac{\beta P}{B_{i^*}} \geq 0
\]

(17)

indicating that the utility of IoT device, \( U_{i^*} \), is maximized at \( i^* = \arg \max_{1 \leq i \leq M} B_i \).

By (8) and (14), if \( NB_{i^*} / (NB_{i^*} + f) \leq x \leq 1 \), we have

\[
U_{i^*}(1) = C \left( 1 - \frac{\beta P + \mu}{B_{i^*}} \right) - \psi I \left( b - \frac{PC}{B_{i^*}} + \rho = 0 \right)
\]

\[
\geq \left( \beta \varsigma N f^2 - \frac{\beta P + \mu}{B_{i^*}} + 1 \right) xC - \beta \varsigma CN f^2
\]

\[
- \psi I \left( b + \left( \varsigma N f^2 - \frac{P}{B_{i^*}} \right) xC - \varsigma CN f^2 + \rho = 0 \right)
\]

\[
= U_{i^*}(x).
\]

(18)

Similarly, if \( 0 \leq x \leq NB_{i^*} / (NB_{i^*} + f) \), we have

\[
U_{i^*}(1) \geq \left( 1 + \beta \varsigma N f^2 - \frac{\beta P + \mu N}{f} \right) xC
\]

\[
- \psi I \left( b + \left( \varsigma N f^2 - \frac{P}{B_{i^*}} \right) xC - \varsigma CN f^2 + \rho = 0 \right)
\]

\[
= U_{i^*}(x).
\]

(19)

Thus, we prove \( a^* = [i^*, 1] \) is the optimal offloading policy of the IoT device.

**Remark 1:** If the IoT device has a good radio channel to at least one edge device as indicated in (14), the IoT device offloads all the computation tasks to the edge device with the largest radio link rate as indicated in (15) to maximize its utility due to the low computation delay and energy consumption.

In the dynamic computation offloading process, the IoT device selects its proportion of data to offload to an edge device based on the state of the current system. The next state system observed by the IoT device is independent of the previous states and actions. Therefore, the computation offloading process can be viewed as an MDP.

**Theorem 1.** If (14) and (15) hold for a sufficient long time to offload, the RL-based offloading schemes as presented in Algorithms 1 and 2 can achieve the utility of the IoT device given by

\[
U = C \left( 1 - \frac{\beta P + \mu}{B_{i^*}} \right) - \psi I \left( b - \frac{PC}{B_{i^*}} + \rho = 0 \right).
\]

(20)

**Proof.** If (14) and (15) hold, we have the optimal offloading policy \( a^* = [i^*, 1] \). By (1)-(5) and (8), we have (20). According to [16], the proposed schemes can eventually derive the optimal offloading policy of the IoT device \( a^* = [i^*, 1] \) in the MDP via trial-and-error. Therefore, if (14) and (15) hold, the proposed schemes can achieve the utility (20) after a sufficient long iterative time.

**Corollary 1.** If (14) and (15) hold for a sufficient long time to offload, the IoT device with the RL-based offloading schemes as presented in Algorithms 1 and 2 can achieve the computation delay and energy consumption given by \( T = C / B_{i^*} \) and \( E = PC / B_{i^*} \).

**Remark 2:** The IoT device applies the RL-based offloading scheme without knowledge of the MEC model and the exact energy consumption and computation delay model in the dynamic offloading process, which can achieve the optimal computation performance. In this scenario, the radio channel between the IoT device and edge devices are in a good condition. By trial-and-error, the IoT device offloads all the computation tasks to the edge device to optimize its performance. In this case, the computation delay and energy consumption are positively linearly related to the generated task size \( C \).

**Proposition 2.** The optimal offloading policy of the IoT device is \( a^* = [i^*, 0] \), if

\[
B_{i^*} \leq \frac{\beta Pf}{f + \beta \varsigma N f^2 + \mu N}
\]

(21)

where

\[
i^* = \arg \max_{1 \leq i \leq M} B_i.
\]

(22)

**Proof.** The proof is similar to Proposition 1.

**Remark 3:** If all the edge devices experiences severe channel fading as indicated in (21), the IoT device processes all the computation tasks locally to avoid wasting the transmission power.
Theorem 2. If (21) and (22) hold for a sufficient long time to offload, the RL-based offloading schemes given in 1 and 2 can achieve the utility of the IoT device given by

$$U = -\psi \left( b - \varsigma CN f^2 + \rho = 0 \right) - CN \left( \beta f^2 + \frac{\mu}{f} \right).$$

(23)

**Proof.** The proof is similar to Theorem 1. \qed

Corollary 2. If (21) and (22) hold for a sufficient long time to offload, the IoT device with the RL-based offloading schemes as presented in Algorithms 1 and 2 can achieve the computation delay and energy consumption given by $T = CN/f$ and $E = \varsigma CN f^2$.

Remark 4: In this scenario, all the edge devices experience severe channel fading. By trial-and-error, the IoT device processes all the computation tasks locally to maximize its utility due to the high transmission delay and energy consumption.

Proposition 3. The optimal offloading policy of the IoT device is

$$a^* = \left[ i^*, \frac{NB_i}{NB_i + f} \right]$$

(24)

if

$$\min \left\{ \frac{\beta P + \mu}{\beta_1 N f^2 + 1}, \frac{P}{\varsigma N f^2} \right\} \geq B_i \geq \frac{P}{\varsigma N f^2}$$

(25)

where

$$i^* = \arg \max_{1 \leq i \leq M} B_i.$$

(26)

**Proof.** The proof is similar to Proposition 1. \qed

Remark 5: If the best edge device experiences modest fading as indicated in (25), the IoT device processes partial computation tasks locally and chooses the edge device with the best link state as indicated in (26).

Theorem 3. If (25) and (26) hold for a sufficient long time to offload, the RL-based offloading schemes as presented in Algorithms 1 and 2 can achieve utility of the IoT device given by

$$U = -\psi \left( b + \frac{CN^2 f^2 B_i - CN P}{NB_i + f} - CN \varsigma f^2 + \rho = 0 \right) - CN \left( \beta f^2 + \frac{\beta_1 N f^2 B_i + B_i + \mu - \beta P}{NB_i + f} \right).$$

(27)

**Proof.** The proof is similar to Theorem 1. \qed

Corollary 3. If (25) and (26) hold, the IoT device with the RL-based offloading schemes as presented in Algorithms 1 and 2 can achieve the computation delay and energy consumption given by

$$T = \max \left\{ \frac{CN}{f} \left( 1 - \frac{NB_i}{NB_i + f} \right), \frac{CN}{NB_i + f} \right\}$$

(28)

$$E = \varsigma CN f^2 \left( 1 - \frac{NB_i}{NB_i + f} \right) + \frac{CN P}{NB_i + f}.$$  

(29)

Remark 6: In this case, by trial-and-error, the IoT device processes partial computation tasks locally and offloads the remaining computation tasks to the edge device to tradeoff the energy consumption and computation delay, in order to maximize its utility in (27). The computation delay and energy consumption as indicated in (28) and (29) is positively related to the generated task size $C$, and the utility is negatively related to $C$.

The computation complexity of DRLO denoted by $\Gamma$ mostly relies on the CNN structure. Let $m_0$ denote the number of the input channels of the CNN, and $M_i$ denote the size of the output features of Conv $l$. According to [36], the size of the output features of Conv $l$ and that of the Conv 2 are $(n_0 - n_1)/s_1 + 1$ and $(n_0 - n_1)/(s_1 s_2) - (n_2 - 1)/s_2 + 1$, respectively. Thus we have the following results:

Theorem 4. The computational complexity of the DRLO scheme is given by

$$\Gamma = \mathcal{O} \left( m_1 n_2 m_2 \left( \frac{n_0 - n_1}{s_1 s_2} - \frac{n_2 - 1}{s_2} + 1 \right)^2 \right).$$

(30)

**Proof.** The computational complexity of the FC layers is not involved because it is sufficiently small compared with the Conv layers. According to the CNN architecture in [18], we have

$$m_1 n_2 m_2 \left( \frac{n_0 - n_1}{s_1 s_2} - \frac{n_2 - 1}{s_2} + 1 \right)^2 \geq n_1^2 m_1 \left( \frac{n_0 - n_1}{s_1} + 1 \right)^2.$$  

Thus, according to [37], we have

$$\Gamma = \mathcal{O} \left( \sum_{i=1}^{2} \frac{m_1 n_1^2 m_i}{s_i} \right)$$

$$= \mathcal{O} \left( n_1^2 m_1 \left( \frac{n_0 - n_1}{s_1} + 1 \right)^2 \right)$$

$$+ m_1 n_2^2 m_2 \left( \frac{n_0 - n_1}{s_1 s_2} - \frac{n_2 - 1}{s_2} + 1 \right)^2.$$  

(31)

This completes the proof. \qed

Remark 7: The computation complexity of the DRLO increases with the number of the CNN filters and the filter size of the Conv layers and decreases with the filter strides. On the other hand, the computation performance of the DRLO improves with the number of CNN filters that represents the features of the MEC system and a shorter stride that captures more computation offloading details. The parameters in Algorithm 2 such as the number of filters and filter strides have to be chosen as a trade-off between the computational complexity and the computation performance.

VII. SIMULATION RESULTS

In this section, the performance of the proposed RL-based computation offloading schemes for the IoT device is evaluated in the dynamic network with three edge devices. Simulations were performed for an IoT device powered with RF energy harvester that aims to provide real time emergency care and healthcare advice. The computation tasks are generated at a speed of 120 kbs, with each bit takes 1000 CPU cycles to process according to [24]. The IoT device uses the energy...
harvesting model given by (6) to estimate the amount of the renewable energy generated by the EH module in this time slot. The energy harvesting efficiency $v$ is 0.51, and the RF transmitter generates 3 W equivalent isotropically radiated energy power. The combined gain of the RF energy transmitter antenna and IoT antenna is 6 dB and the path loss is 2. The distance $d^{(k)}$ is modeled as a Markov chain with $\Pr(d^{(k+1)} = m|d^{(k)} = n) = d_{mn}$, $\forall m,n \in \{1,3,5,7,9\}$ m, according to [21].

The estimation error of the IoT device regarding the amount of harvested energy is assumed to follow a uniform distribution with $\Delta^{(k)} \sim 0.1U(-1,1)$. The IoT device uses the transmit power $0.5$ W, and has the effective capacitance coefficient $10^{-11}$ according to [23]. The IoT device uniformly quantizes the battery level $0 \leq b^{(k)} \leq 7.4$ Wh into 21 levels and the harvested energy $0 \leq \rho^{(k)} \leq 1.7 \times 10^{-3}$ Wh into 6 levels as a tradeoff between the exploration cost and offloading performance.

In the simulations, the radio transmission rate of the IoT-edge 1 link is modelled as a Markov chain with $\Pr(B_{1}^{(k+1)} = m|B_{1}^{(k)} = n) = B_{1}^{mn}$, $\forall m,n \in \{3,4,5,6,7\}$ Mbps. Similarly, the radio transmission rates for the 2$^{nd}$ (or 3$^{rd}$) edge device is modelled as an independent Markov chain with $\Pr(B_{2}^{(k+1)} = m|B_{2}^{(k)} = n) = B_{2}^{mn}$ (or $\Pr(B_{3}^{(k+1)} = m|B_{3}^{(k)} = n) = B_{3}^{mn}$), $\forall m,n \in \{5,6,7,9,10\}$ Mbps (or $\{5,6,7,9,10\}$ Mbps). Unless otherwise specified, a typical time slot lasts 1 s, $\psi = 10$, $\beta = 0.7$ and $\mu = 1$.

In the learning algorithm, we set $\alpha = 0.9$, $\gamma = 0.5$, $\varepsilon = 0.1$, $W = 10$, and $H = 16$, and the CNN parameters of the DRLO scheme are selected and listed in Table II, to achieve good offloading performance according to the experiments not presented here. We define the task drop rate as the fraction of failed computation tasks. The simulations evaluate three benchmark scheme, including DRL in [29], the Q-learning based offloading scheme in [28], and the non-offloading scheme.

Fig. 3 shows that the DRLO scheme achieves the optimal computation offloading performance after convergence, which is in close agreement with the analysis results in Theorem 1. For example, the utility of the IoT device almost converges to the performance bound, given by (20), if the simulation settings satisfy (14) and (15). In this case, the IoT device tends to offload all the computation tasks to the edge device to maximize the system performance.

Moreover, the RLO scheme outperforms the Q-learning offloading scheme, by having a lower energy consumption.

| TABLE II
| CNN PARAMETERS |
|---|---|---|---|---|
| Layer | Conv 1 | Conv 2 | FC 1 | FC 2 |
| Input | $6 \times 6$ | $4 \times 4 \times 20$ | 360 | 180 |
| Filter size | $3 \times 3$ | $2 \times 2$ | / | / |
| Stride | 1 | 1 | / | / |
| # filters | 20 | 40 | 180 | / |
| Activation | ReLU | ReLU | ReLU | ReLU |
| Output | $4 \times 4 \times 20$ | $3 \times 3 \times 40$ | 180 | / |

Fig. 3. Performance of the IoT computation offloading over time.
shorter computation delay, and lower task drop rate. For instance, the RLO scheme reduces the energy consumption by 28.6%, the computation delay by 16.7%, and the task drop rate of the IoT device by 25.0%, compared to the Q-learning scheme at time slot 1000. The computation offloading with DRLO further improves the performance, e.g., it reduces the energy consumption by 75.0%, computation delay by 32.6%, and the task drop rate of the IoT device by 85.6%, at time slot 1000, compared to the RLO scheme. That is attributed to the fact that the DRLO algorithm, an extension of Q-learning, compresses the learning state space by using CNN to accelerate the learning process and enhance the computation offloading performance. If the interaction time is sufficiently long enough, the RLO scheme can also converge to the optimal theoretical results. We can also see that, the proposed DRLO scheme outperforms the DRL scheme in [29]. For instance, it reduces the energy consumption by 58.3%, the computation delay by 26.7%, the task drop rate of the IoT device by 55.5%, and thus increases the utility by 14.6%, at time slot 1000. That is because the DRLO scheme incorporates the EH technique and more system state to improve the computation performance.

The offloading performance averaged over first 1500 time slot in the dynamic offloading is studied. Fig. 4 shows the relationship between the system performance and the size of the computation task $C$. Clearly, the energy consumption, computation delay, and task drop rate of the IoT device increase with the amount of computation task in MEC. For instance, if the amount of the computation task changes from 60 kb to 140 kb, the energy consumption, computation delay and task drop rate of the IoT device with DRLO scheme increase by 33.3%, 58.5% and 81.8%, respectively. In the dynamic game with $C = 100$ kb computation tasks, the DRLO outperforms the RLO with 68.1% lower energy consumption, 33.3% shorter computation delay, and 75.7% lower task drop rate, and outperforms the non-offloading scheme with 89.1% lower energy consumption, 62.5% shorter computation delay, and 88.1% lower task drop rate.

Fig. 5 exhibits the impact of the RF transmission power $\eta$ of the energy transmitter in the wireless powered MEC network, with $\eta$ increases from 1 W to 3 W. The task drop rate decreases with the increase in the RF transmission power of the energy transmitter. For instance, if the RF transmission power changes from 1 W to 3 W, the task drop rate of the DRLO scheme decreases by 90.8%. In the dynamic mobile offloading process with the RF transmission power $\eta = 2$ W, the task drop rate of the DRLO is 65.7% less than that of RLO, which is 58.6% and 90.1% lower than that of the DRL and non-offloading scheme, respectively.

As shown in Table III, the DRLO requires 345 MB memory
most of the time, which can be supported by IoT platforms, such as Qualcomm Snapdragon 800 and Nvidia Tegra K1 according to [19]. On the other hand, the IoT devices with constrained computational resources that cannot support deep learning can use RLO to select the offloading policy with significantly reduced computation complexity. For example, the RLO scheme saves 95.2% of the time to select the offloading policies in a time slot compared with the DRLO.

VIII. CONCLUSION

Energy harvesting powered mobile edge computing is a promising approach to improve the computation capabilities for self-sustainable IoT devices. In this paper, we have presented the RL-based computation offloading framework for IoT devices with EH to achieve the optimal offloading policy without awareness of the MEC model, the computation delay and energy consumption model. An RLO scheme has been proposed for IoT devices with low complexity, which utilizes the transfer learning technique to accelerate the learning speed. We have also presented a DRLO scheme that uses CNN to compress the state space in the learning process. Furthermore, the conditions for both “fully offloading” and “locally processing” are provided, and the performance bounds of the proposed RL-based offloading after convergence under three typical scenarios are studied. Simulations have been performed for the IoT device with RF signal-based wireless power transfer to verify the theoretical results, indicating that the DRLO scheme generates the best policy, and outperforms the DRL scheme with 58.3% lower energy consumption, 26.7% less computation delay, and 55.5% lower task drop rate. We will implement the RL-based offloading schemes and evaluate their performance via experiments in our future work.

REFERENCES


[13] F. Lin, C. Chen, N. Zhang, X. Guan, and X. Shen, “Autonomous channel sensing” are provided, and the performance bounds of the proposed DRLO scheme with 58.3% lower energy consumption, 26.7% less computation delay, and 55.5% lower task drop rate. We will implement the RL-based offloading schemes and evaluate their performance via experiments in our future work.

TABLE III

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Memory size (MB)</th>
<th>Policy selection time (ms)</th>
<th>Convergency time (time slot)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRLO</td>
<td>345</td>
<td>8.3</td>
<td>400</td>
</tr>
<tr>
<td>RLO</td>
<td>168</td>
<td>0.4</td>
<td>&gt; 3000</td>
</tr>
</tbody>
</table>
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