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Abstract—In this paper, we investigate the authentication based on radio channel information in multiple-input multiple-output (MIMO) systems, and formulate the interactions between a receiver with multiple antennas and a spoofing node as a zero-sum physical (PHY)-layer authentication game. In this game, the receiver chooses the test threshold of the hypothesis test to maximize its Bayesian risk based utility in the spoofing detection, while the adversary chooses its attack rate, i.e., how often a spoofing signal is sent. We derive the Nash equilibrium (NE) of the static PHY-layer authentication game and present the condition that the NE exists, showing that both the spoofing detection error rates and the spoofing rate decrease with the number of transmit and receive antennas. We propose a PHY-layer spoofing detection algorithm for MIMO systems based on Q-learning, in which the receiver applies the reinforcement learning technique to achieve the optimal test threshold via trials in a dynamic game without knowing the system parameters, such as the channel time variation and spoofing cost. We also use Dyna architecture and prioritized sweeping (Dyna-PS) to improve the spoofing detection in time-variant radio environments. The proposed authentication algorithms are implemented over universal software radio peripherals and evaluated via experiments in an indoor environment. Experimental results show that the Dyna-PS based spoofing detection algorithm further reduces the spoofing detection error rates and increases the utility of the receiver compared with the Q-learning based algorithm, and both performance improves with more number of transmit or receive antennas.
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I. INTRODUCTION

Multiple-input multiple-output (MIMO) techniques can improve the capacity and reliability of wireless communication systems, and increase secrecy capacities against eavesdropping. However, MIMO transmissions are still vulnerable to spoofing attacks, in which a spoofer claims to be another user by using the latter’s identity such as her medium access control (MAC) address. By sending spoofing signals, the adversary can not only obtain illegal advantages, but also launch further attacks such as man-in-the-middle attacks and denial-of-service attacks [2]. Spoofing attacks can be addressed by physical (PHY)-layer authentication techniques that exploit the spatial decorrelation property of PHY-layer features of radio propagations and transmitter devices, such as received signal strengths [2], [3] and channel impulse responses [4] to discriminate radio transmitters.

Game theory is a powerful mathematical tool to analyze the interactions among autonomous players that have the same or different goals [5]. For instance, the interactions between a spoofing node and a receiver that performs the channel-based spoofing detection are formulated in [6] as a PHY-layer authentication game, in which the receiver chooses its test threshold in the authentication to maximize its payoff based on the authentication accuracy, while the spoofer decides how often to send spoofing signals. Game theory also helps develop mechanisms to motivate autonomous individuals to follow the desirable policies and achieve the optimal strategies. For example, the Q-learning based spoofing detection algorithm developed in [6] enables a receiver to derive the optimal test threshold in the dynamic PHY-layer authentication game without being aware of the radio channel model and the spoofing model. However, the PHY-layer authentication game for MIMO systems is more complicated than the game model in [6] and has not been investigated, to the best of our knowledge.

In this work, we extend the PHY-layer authentication game formulated in [6] to a MIMO system, and formulate a channel-based MIMO authentication game. In this game, a spoofing node chooses its attack rate, i.e., how often to send a spoofing signal to maximize its utility based on the Bayesian risk in the spoofing detection. On the other hand, the receiver determines its test threshold in the spoofing detection according to the number of antennas and the size of the frequency samples. The Nash equilibrium (NE) as a solution concept of a two-player non-cooperative game, in which no player can gain by unilaterally changing only his or her own strategy, is derived for the static MIMO authentication game, showing that the test threshold in the detection increases with the number of antennas to avoid rejecting legitimate signals, while the attack rate decreases with it.

We also investigate the dynamic MIMO authentication...
game, in which the receiver uses the received signal strength indicators (RSSIs) to discriminate the transmitters in each time slot without knowing the channel time variations and authentication costs. The receiver can employ reinforcement learning algorithms, such as Q-learning as described in [7], to gradually learn the optimal test threshold through the repeat interactions with both the spoofer and the unknown dynamic MIMO environment. The performance of the Q-learning based spoofing detection in time-variant radio environments can be improved by applying the Dyna architecture [8] and prioritized sweeping (Dyna-PS) [9]. More specifically, the Dyna-PS based spoofing detection establishes a learned world model from real experience, and prioritizes the state-action pairs according to their urgency to be explored in the learned world model. We implement both detection schemes in MIMO systems over universal software radio peripherals (USRP)s, and perform experiments in an indoor environment to validate their efficacy. Experiment results show that the Dyna-PS based detection exceeds the Q-learning based scheme with a faster learning speed and a higher detection accuracy. Both schemes outperform the benchmark detection with a randomly chosen test threshold.

The contributions of our work can be summarized as follows:

1. We formulate the interactions between a receiver performing the channel-based spoofing detection and a spoofing node in MIMO systems as a zero-sum PHY-layer authentication game.

2. We derive the NE of the static PHY-layer authentication game and provide the conditions that the game has no NE.

3. We investigate the dynamic PHY-layer authentication game and propose a channel-based spoofing detection algorithm based on Q-learning for MIMO systems in a dynamic radio environment. We further improve its performance with Dyna architecture and prioritized sweeping. Experiments over USRPs in an indoor environment are performed to evaluate their detection accuracy and utilities.

The rest of this paper is organized as follows. We review related work in Section II, and present the system model in Section III. We formulate the PHY-layer authentication game in Section IV, and derive the NE of the static game in Section V. We present the Q-learning based spoofing detection algorithm for MIMO systems in Section VI, and develop the Dyna-PS based spoofing detection in Section VII. Experiment results are presented in Section VIII. In Section IX, we conclude this work.

II. RELATED WORK

Channel-based authentication methods exploit the spatial decorrelation property of radio propagation to detect spoofing attacks in wireless systems. For instance, received signal strength measured at the mobile node is compared with the channel record of the claimed transmitter in [3] to detect the spoofing attacks in wireless networks. The spoofing detection algorithm developed in [10] uses the generalized likelihood ratio test to discriminate radio nodes according to their channel frequency responses in MIMO systems. The PHY-layer authentication system proposed in [11] evaluates the estimated channel responses to detect both primary user emulation attacks and Sybil attacks in cognitive radio networks. The spoofing strategies against MIMO systems as evaluated in [12] can be detected by the PHY-layer authentication even in the presence of the optimal spoofing strategy, if the channel estimation is precise. The channel impulse response based PHY-layer authentication designed in [4] introduces a two-dimensional quantization scheme to tolerate the random errors and reduce the spoofing error rates.

Game theory has been used to study wireless security. For instance, a zero-sum jamming game formulated in [13] provides the optimal anti-jamming communication strategy for cognitive radio nodes with perfect channel information. A non-cooperative random access game investigated in [14] addresses jamming attacks in a wireless network with unknown jamming models. The MIMO transmission against a dual-threat attacker that performs both eavesdropping and jamming is formulated as a zero-sum game in [15]. The interaction between a secondary user and a jammer is formulated in [16] as a stochastic game with minimax-Q learning. The transmission over the control channel with reinforcement learning is developed in [17] to achieve the optimal channel allocation in ad hoc networks against jamming.

The interactions between a legitimate receiver and a spoofing node is formulated in [6] as a zero-sum channel-based authentication game. We have extended the work in [6] to formulate a MIMO spoofing detection game in [1], and found that the detection accuracy increases with the number of transmit antennas. Compared with our previous work in [1], we investigate in this paper the NE of the static spoofing detection game in a generic case, and propose a Dyna-PS based detection scheme to improve the detection accuracy of MIMO systems compared with the Q-learning based scheme as proposed in [1] in dynamic radio environments.

III. SYSTEM MODEL

As shown in Fig. 1, we consider the spoofing detection of a receiver Bob (B) with \(N_r\) receive antennas. Both the legal transmitter Alice (A) and the spoofing node Eve (E) are assumed to use \(N_t\) antennas to send signals, each of which contains the MAC address of Alice. Eve takes time and energy to launch spoofing attacks according to a chosen attack rate. Eve will be punished if her spoofing signal is detected by Bob, and will receive illegal payoff otherwise.

![Fig. 1. Illustration of a PHY-layer authentication game consisting of the legal transmitter Alice with \(N_t\) antennas, the spoofing node Eve with \(N_t\) antennas, and the legitimate receiver Bob with \(N_r\) antennas.](image-url)
Both Alice and Eve send pilots at $M$ frequencies along with their data symbols in each time slot. For simplicity, we assume that the $M$ pilots are equally separated at the same spectrum with the data symbols at center frequency $f_0$ and bandwidth $W$ and sent before the data symbols. The channel gain of the signal from the $m$-th transmit antenna to the $n$-th receive antenna at frequency $i$ and time slot $k$ is denoted by $h_{ik}^m(n, n, i)$, with $1 \leq m \leq N_t$, $1 \leq n \leq N_r$, and $1 \leq i \leq M$, where the subscript $t$ means the transmitter under test, with $t = A$ if the signal is sent by Alice, and $t = E$ if the transmitter is Eve. For simplicity, we define a $N_t N_r M$-dimensional channel gain vector for the signal under test at time slot $k$ as $\mathbf{H}_k^E = [h_{ik}^E]$, with $t = A$ or $E$.

Bob uses the pilots in the channel estimation and obtains the channel estimate denoted by $\hat{h}_{ik}^E(m, n, i)$ for the channel gain $h_{ik}^E(m, n, i)$ with $t = A$ or $E$. More specifically, $\hat{h}_{ik}^E(m, n, i) = h_{ik}^E(m, n, i) + \epsilon_{ik}^E(m, n, i)$, where $\epsilon_{ik}^E(m, n, i)$ is the channel estimation error of the receiver and usually modeled as the zero-mean Gaussian distribution. For convenience, we define the $N_t N_r M$-dimensional channel estimate vector $\mathbf{H}_E^E = [\hat{h}_{ik}^E]$, and set the channel record of Alice $\mathbf{H}_A = \mathbf{H}_A^E$, where $j$ is the time index of the previous signal from Alice that passes the authentication.

Let $\sigma^2$ denote the average power gain along the path from Alice to Bob, $\rho$ be the average signal-to-noise ratio (SNR) of the signals received by Bob, $\alpha$ indicate the channel time variation due to environment changes, and $\beta$ present the power ratio of the Eve’s signal to Alice’s signal. For ease of reference, the important notations are summarized in TABLE 1.

### IV. PHY-LAYER AUTHENTICATION GAME IN MIMO SYSTEMS

In this section, we apply game theory to investigate the authentication based on the spatial decorrelation of channel frequency responses. At time slot $k$, either Alice or Eve sends signals to Bob claiming to be Alice. The channel-based spoofing detection establishes a hypothesis test to decide whether or not the signal that Bob receives at time slot $k$ is sent by Alice. The null hypothesis $\mathcal{H}_0$ indicates that the signal is indeed sent by Alice (i.e., the channel gain is $\mathbf{H}_A^E$). In the alternative hypothesis $\mathcal{H}_1$, the claimant node is Eve. Thus the hypothesis test in the spoofing detection is given by

$$\mathcal{H}_0 : \mathbf{H}_k^E = \mathbf{H}_A^E \quad (1)$$

$$\mathcal{H}_1 : \mathbf{H}_k^E \neq \mathbf{H}_A^E \quad (2)$$

Bob compares the new channel vector $\mathbf{H}_k^E$ with the channel record of Alice $\mathbf{H}_A$. If the channel gain $\mathbf{H}_k^E$ is significantly different from the channel record of Alice, Bob chooses the alternative hypothesis and sends a spoofing alarm; otherwise, there is every reason to believe that the signal is sent by Alice.

The test statistic, denoted by $L$, is chosen as the normalized Euclidean distance between the channel estimate $\mathbf{H}_k^E$ and the channel record of Alice, and is compared with the test threshold $x^k$ at time slot $k$. As the test statistic $L$ is positive, we have $x^k > 0$. If the test statistic $L$ is less than $x^k$, Bob accepts the null hypothesis $\mathcal{H}_0$; otherwise, Bob accepts $\mathcal{H}_1$.

### TABLE 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Channel time variation index</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Power ratio of Eve’s signal to Alice’s</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Average SNR of received signals</td>
</tr>
<tr>
<td>$N_{t/r}$</td>
<td>Number of transmit/receive antennas</td>
</tr>
<tr>
<td>$\mathbf{H}_{A/E}^E$</td>
<td>Channel gain of Alice/Eve at $k$</td>
</tr>
<tr>
<td>$\mathbf{H}_E^k$</td>
<td>Channel vector of the signal under test at $k$</td>
</tr>
<tr>
<td>$\mathbf{H}_A$</td>
<td>Channel record of Alice</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of frequency samples</td>
</tr>
<tr>
<td>$x \in [0, \infty)$</td>
<td>Test threshold</td>
</tr>
<tr>
<td>$y \in [0, 1]$</td>
<td>Spoofing rate</td>
</tr>
<tr>
<td>$u_{B/E}$</td>
<td>Immediate utility of Bob/Eve</td>
</tr>
<tr>
<td>$G_{1/0}$</td>
<td>Gain to accept/reject a signal from Alice/Eve</td>
</tr>
<tr>
<td>$C_{1/0}$</td>
<td>Cost to reject/accept a signal from Alice/Eve</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Cost of Eve to send a spoofing signal</td>
</tr>
<tr>
<td>$P_{f/m}$</td>
<td>False alarm/miss detection rate</td>
</tr>
<tr>
<td>$U^k$</td>
<td>Expected sum utility of Bob at $k$</td>
</tr>
<tr>
<td>$Q(s, x)$</td>
<td>Q-function at state $s$ and action $x$</td>
</tr>
<tr>
<td>$V(s)$</td>
<td>Value function at state $s$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Learning rate</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Discount factor</td>
</tr>
<tr>
<td>$\Delta(s, x)$</td>
<td>Priority of state-action pair $(s, x)$</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>Priority queue of state-action pairs</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Occurrence count vector</td>
</tr>
<tr>
<td>$\Phi'$</td>
<td>Occurrence count vector of the next state</td>
</tr>
<tr>
<td>$R/R'$</td>
<td>Modeled reward function/record</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>State transition probability</td>
</tr>
</tbody>
</table>

Thus the PHY-layer authentication is given by

$$L \left( \mathbf{H}_k^E, \mathbf{H}_A \right) = \frac{\|\mathbf{H}_k^E - \mathbf{H}_A\|^2}{\|\mathbf{H}_A\|^2} \leq x^k$$  \hspace{1cm} (3)

where $\| \cdot \|$ is the Frobenius norm.

The detection accuracy of the PHY-layer authentication depends on the test threshold $x^k$. For instance, the successful detection rate decreases with $x^k$. The false alarm rate of the spoofing detection, denoted by $P_f$, is defined as the probability that Bob discards Alice’s signal by mistake, i.e.,

$$p_f(x) = \Pr (\mathcal{H}_1 | \mathcal{H}_0) = \Pr \left( L \left( \mathbf{H}_A^E, \mathbf{H}_A \right) > x \right)$$  \hspace{1cm} (4)

where $\Pr (\cdot | \cdot)$ is the conditional probability. The miss detection rate, denoted by $p_m$, is defined as the probability that a spoofing signal passes the PHY-layer detection and given by

$$p_m(x) = \Pr (\mathcal{H}_0 | \mathcal{H}_1) = \Pr \left( L \left( \mathbf{H}_E^k, \mathbf{H}_A \right) \leq x \right).$$  \hspace{1cm} (5)
Once taking the null hypothesis $H_0$, Bob applies higher-layer authentication methods such as those proposed in [18] and [19], and accepts the signal and updates the channel record with $\hat{H}_A = \hat{H}_F^k$, if the higher-layer authentication also accepts the signal.

The interaction between Bob and Eve at time slot $k$ can be formulated as a static PHY-layer spoofing detection game, in which Eve chooses how often to send spoofing signals in the time slot, denoted by $y^k \in [0, 1]$, while Bob determines his test threshold in the detection $x^k \in [0, \infty)$. We consider a zero-sum MIMO authentication game, and omit the superscript $k$ if no confusion occurs. The utilities of Bob and Eve in the zero-sum MIMO authentication game, and omit the superscript $x$ his test threshold in the detection $y$ may be denoted by $u_B$, respectively, and satisfy $u_E = -u_B$. The payoff for Bob to accept a legitimate signal (or reject a spoofing one) is denoted by $G_1$ (or $G_0$). On the other hand, the cost for Bob to falsely reject a legitimate signal (or accept a spoofing one) is denoted by $C_0$ (or $C_1$).

The cost for Eve to send a spoofing signal is denoted by $C_s$. Based on the detection accuracy and security cost, the utility of each player in the static game can be defined according to the Bayesian risk of the detection as

$$u_B(x,y) = -u_E(x,y) = \left( G_1 \left( 1 - p_f(x) \right) - C_1 p_f(x) \right) \left( 1 - y \right) + \left( G_0 \left( 1 - p_m(x) \right) - C_0 p_m(x) + C_s \right) y. \quad (6)$$

V. NE OF THE PHY-LAYER AUTHENTICATION GAME

We consider the Nash equilibrium of the static PHY-layer authentication game, denoted by $\left( x^*, y^* \right)$, in which neither Bob nor Eve can increase his or her utility by unilaterally choosing another strategy, i.e.,

$$x^* = \arg \max_{x \geq 0} u_B(x, y^*) \quad (7)$$

$$y^* = \arg \min_{0 \leq y \leq 1} u_B(x^*, y). \quad (8)$$

As a concrete example, we assume zero phase shift between the channel measurements at neighboring time slots and frequency-selective Rayleigh channel models. For convenience, the test statistic of the generalized likelihood ratio test in (3), is replaced by $L' = \left\| \hat{H}_F^k - \hat{H}_A \right\|_2^2$. In this case, if the channel responses at $M$ frequencies from each of the $N_t \times N_r$ antenna pairs are independent and identically distributed, we have

$$L' \left( \hat{H}_F^k, \hat{H}_A \right) = \left\| \hat{H}_F^k - \hat{H}_A \right\|_2^2 \sim \chi^2 \left( 2N_tN_rM \right) \quad (9)$$

where $\chi^2(m)$ is a Chi-square distribution with $m$ degrees of freedom.

The detection accuracy of the spoofing detection depends on the test threshold $x$, the average power gain along the path $\sigma^2$, the average SNR of the signal received by Bob $\sigma^2$, the channel time variation $\sigma^2$, and the average ratio of the SNR between Eve’s and Alice’s signals $\beta$. By [10], we have

$$p_f(x) = 1 - F_x \left( \frac{2xp}{\sigma^2(2 + \alpha \rho)}, 2N_tN_rM \right) \quad (10)$$

$$p_m(x) = F_x \left( \frac{2xp}{\sigma^2(2 + \rho + \beta \rho)}, 2N_tN_rM \right) \quad (11)$$

where $F_x(\cdot, m)$ is the cumulative distribution function of a Chi-square distribution with $m$ degrees of freedom. In the following, we present the NE of the authentication game in this simplified scenario.

\textbf{Theorem 1.} If the channel gains over $M$ frequencies are independent and identically distributed, and

$$\begin{align*}
C_s &< G_1 + C_0 \quad (12a) \\
\alpha &\leq \beta + 1
\end{align*}$$

the static PHY-layer authentication game for the $N_t \times N_r$ MIMO systems has a unique NE given by

$$\begin{align*}
(G_1 + C_1) F_x^2 \left( \frac{2p^*}{\sigma^2(2 + \alpha \rho)}, 2N_tN_rM \right) &= G_0 + C_s + C_1 \\
-(G_0 + C_0) F_x^2 \left( \frac{2p^*}{\sigma^2(2 + \rho + \beta \rho)}, 2N_tN_rM \right) &= \exp \left( \frac{\left( \beta + 1 - \alpha \right) p^*}{\sigma^2(2 + \alpha \rho)(2 + \rho + \beta \rho)} \right)^{-1} \quad (13)
\end{align*}$$

\textbf{Proof:} By (6) (10) and (11), if $G_1 + C_0 > C_s$, we have

$$\begin{align*}
\frac{\partial u_E(0, y)}{\partial y} &= -G_0 - C_1 - C_s < 0 \\
\lim_{x \to \infty} \frac{\partial u_E(x, y)}{\partial y} &= G_1 + C_0 - C_s > 0.
\end{align*}$$

Let $\hat{x}$ be the solution of $\partial u_E(x, y)/\partial y = 0$. As $u_E$ is a linear function of $y$, we have $x^* = \hat{x}$, with $\hat{x}$ given by (13) after simplification. By (10) and (11), we have

$$\begin{align*}
\frac{\partial p_f(x)}{\partial x} &= -\frac{x^{N_tN_rM-1} \exp \left(-\frac{xp}{\sigma^2(2 + \alpha \rho)} \right)}{\left(\sigma^2(2 + \alpha \rho)\right)^{N_tN_rM} \Gamma \left(N_tN_rM\right)} \quad (17) \\
\frac{\partial p_m(x)}{\partial x} &= \frac{x^{N_tN_rM-1} \exp \left(-\frac{xp}{\sigma^2(2 + \rho + \beta \rho)} \right)}{\left(\sigma^2(2 + \rho + \beta \rho)\right)^{N_tN_rM} \Gamma \left(N_tN_rM\right)} \quad (18)
\end{align*}$$

where $\Gamma(\cdot)$ is the Gamma function [20]. Based on (6), (17) and (18), we have

$$\begin{align*}
\frac{\partial^2 u_E}{\partial y \partial x} &= \frac{x^{N_tN_rM-1} \rho \exp \left(-\frac{xp}{\sigma^2(2 + \alpha \rho)} \right)}{\left(\sigma^2(2 + \alpha \rho)\right)^{N_tN_rM} \Gamma \left(N_tN_rM\right)} \left( G_1 + C_1 \right) + \frac{G_0 + C_0}{\left(2 + \rho + \beta \rho\right)^{N_tN_rM}} \geq 0 \quad (19)
\end{align*}$$

showing that $\hat{x}$ is unique and positive. If $x > \hat{x}$, we have $\partial u_E(x, y)/\partial y > 0$; otherwise, if $0 \leq x < \hat{x}$, we have $\partial u_E(x, y)/\partial y < 0$. 
By (17), (18) and (6), we have
\[
\frac{\partial u_B}{\partial x} = x^{N_t N_r - 1} \exp \left( -\frac{x^\rho}{\sigma^2} (2 + \alpha\rho) \right) \left( \frac{(G_1 + C_1)(1 - y)}{(2\rho - 1 + \alpha) N_t N_r} - \frac{(G_0 + C_0) y \exp \left( \frac{(\beta + 1 - \alpha) x^\rho}{(2 + \alpha\rho)(2\rho + \beta\rho) \sigma^2} \right)}{(2\rho - 1 + \beta) N_t N_r M} \right).
\]
(20)

As \( \frac{\partial u_E(x, y)}{\partial y} = 0 \), let \( \hat{y} \) be the solution of \( \frac{\partial u_B(\hat{x}, y)}{\partial x} = 0 \), which can be simplified by (20) into (14). By (20), if \( \beta + 1 > \alpha \), we have \( \frac{\partial u_B(x, y)}{\partial x} \geq 0 \) for \( 0 < x \leq \hat{x} \), and \( \frac{\partial u_B(x, y)}{\partial x} \leq 0 \) for \( x > \hat{x} \). Thus, (7) and (8) hold for \( (x^*, y^*) = (\hat{x}, \hat{y}) \).

Next, we prove the uniqueness of the NE by assuming that there exists another NE \( (x', y') \neq (x^*, y^*) \). If \( 0 \leq x' < x^* \), we have \( \frac{\partial u_E(x', y')}{\partial y} < 0 \) and thus \( y' = 0 \). By (20), we have \( \frac{\partial u_B(x', y')}{\partial x} \geq 0 \), indicating that \( u_B(x', y') \) increases with \( x \). Thus \( u_B(x', y') < u_B(x^*, y') \), contradicting with the assumption that \( (x', y') \) is an NE. If \( x' > x^* \), we have \( \frac{\partial u_E(x', y')}{\partial y} > 0 \), yielding \( y' = 1 \). By (20), we have \( \frac{\partial u_B(x, y')}{\partial x} \leq 0 \), and thus \( u_B(x', y') < u_B(x^*, y') \), contradicting with the assumption. Thus, \( (x^*, y^*) = (\hat{x}, \hat{y}) \) is a unique NE in the game.

The NE of the PHY-layer authentication game given by (13) and (14) depends on the spoofing cost and the relative channel time variation. If both the spoofing cost and channel time variation are small (i.e., (12a) and (12b)), Bob chooses his test threshold and Eve decides her spoofing rate based on the gains of correct detections, the costs of detection errors, and the channel parameters given by (13) and (14).

As a concrete example, we evaluate the NE of the game in Fig. 2 with \( G_1 = 9 \), \( G_0 = 10 \), \( C_1 = 1 \), \( C_0 = 5 \), \( C_s = 0.1 \), \( \sigma = 1 \) and \( \alpha = 0.3 \), showing that the optimal test threshold increases with the degree of freedom (i.e., \( 2 N_t N_r M \)), and the spoofing rate decreases with \( s \), e.g., the spoofing rate is negligible if \( N_t N_r M = 30 \). As shown in Fig. 3, the detection accuracy increases with the degree of freedom. For instance, the false alarm rate of the PHY-layer authentication is below \( 4 \times 10^{-4} \) and the miss detection rate is less than 0.07, if \( 2 N_t N_r M \geq 40 \), \( \beta = -3 \text{dB} \) and \( \rho = 5 \text{dB} \). Consequently, the utility of Bob increases with the degree of freedom before converging to 9. The spoofing rate and the error rates of the proposed detection algorithms decrease with the average SNR of the signal. For example, the spoofing rate decreases from 0.35 to 0.05, and the miss detection rate decreases from 0.012 to 0.075, as \( \rho \) increases from 5 dB to 10 dB, at \( 2 N_t N_r M = 20 \), \( \alpha = 0.3 \) and \( \beta = 0 \). The spoofing rate decreases with the power ratio of the Eve’s signal to Alice’s signal \( \beta \), and the spoofing detection accuracy increases with it. For example, the spoofing rate decreases from 0.4 to 0.3, and the false alarm rate decreases from 0.75 to 0.001, as \( \beta \) changes from 0 dB to -3 dB.

**Theorem 2.** The static MIMO PHY-layer authentication game does not have an NE, if
\[
C_s \geq G_1 + C_0 \quad (21)
\]

or
\[
\begin{align*}
C_s & \leq G_1 + C_0 \quad (22a) \\
\alpha & > \beta + 1. \quad (22b)
\end{align*}
\]

**Proof:** If \( C_s \geq G_1 + C_0 \), we have \( \frac{\partial u_E(x, y)}{\partial y} < 0 \), thus \( y^* = 0 \). By (20), we have \( \frac{\partial u_B(x, 0)}{\partial x} \geq 0 \) and \( x^* \to \infty \), thus no NE exists.

If \( C_s < G_1 + C_0 \) and \( \alpha > \beta + 1 \), the NE is given by (13) and (14) as shown in Theorem 1. By (20) and (14), we have \( \frac{\partial u_B(x, y^*)}{\partial x} < 0 \), \( \forall 0 < x < x^* \), and \( \frac{\partial u_B(x, y^*)}{\partial x} > 0 \), \( \forall x > x^* \), contradicting with (7) and (8). Thus, no NE exists in this case.

If the channel time variation is large (i.e., (22b)), the receiver can not use the channel responses to build a stable radio fingerprint. On the other hand, if the spoofing cost is large (i.e., (21)), the attack motivation is suppressed and thus Bob chooses a high test threshold to avoid false alarm in the spoofing detection.
threshold in the spoofing detection is quantized into $K$ non-zero levels, i.e., $x \in \{l/K\}_{0 \leq l \leq K}$.

In each time slot, the test threshold $x^k$ is chosen based on the state $s^k$, and the $\epsilon$-greedy policy with $0 < \epsilon \leq 1$ is applied to avoid being trapped at the beginning of the game. More specifically, the test threshold that achieves the highest expected long-term utility or Q-function denoted by $Q()$ for the current state is chosen with a high probability $1 - \epsilon$, while each of the other values is selected with a low probability $\epsilon/K$ to encourage explorations. The test threshold is chosen as

$$\Pr(x^k = \hat{x}) = \begin{cases} 1 - \epsilon, & \hat{x} = \arg \max_{x \in \{l/K\}_{0 \leq l \leq K}} Q(s^k, x) \\ \epsilon/K, & \text{o.w.} \end{cases}$$

(24)

Upon choosing the test threshold $x^k$, Bob calculates the test statistic according to (9) and applies the hypothesis test in (3) to determine whether the transmitter that sent the $T$ signals at time slot $k$ is indeed Alice. If the alternative hypothesis is chosen, Bob sends a spoofing alarm, and calculates miss detection rate of the spoofing detection at time slot $k$. Otherwise, Bob updates the channel record of Alice and calculates the false alarm rate accordingly.

According to this experience, denoted by $(s^k, x^k, U^k, s^{k+1})$, Bob updates the Q-function of the state-action pair $(s^k, x^k)$ as follows:

$$Q(s^k, x^k) \leftarrow (1 - \mu) Q(s^k, x^k) + \mu (U^k + \delta V(s^{k+1}))$$

(25)

$$V(s^k) \leftarrow \max_{x \in \{l/K\}_{0 \leq l \leq K}} Q(s^k, x)$$

(26)

where $\mu \in (0, 1]$ is the learning rate that represents the weight of the current Q-function in the learning process, and $\delta \in (0, 1]$ is the discount factor that indicates the uncertainty of the rewards in the future game. The PHY-layer spoofing detection with Q-learning is summarized in Algorithm 1.

VI. PHY-LAYER SPOOFING DETECTION WITH Q-LEARNING

We formulate the repeated interactions between Bob and Eve in a dynamic radio environment as a dynamic PHY-layer authentication game, in which Bob builds the hypothesis test as shown in (3) to detect spoofing attacks in each time slot. For simplicity, we assume that either Alice or Eve sends $T$ signals in a time slot. The expected sum utility of Bob is denoted by $U^k$ and defined as

$$U^k = \sum_{n=(k-1)T+1}^{kT} u^a_n(x^k, y^k)$$

(23)

where $u^a_n$ is the immediate utility from the $n$-th signal as defined in (6). In the dynamic game, Bob estimates the false alarm rate and miss detection rate of the $T$ signals in a time slot and for simplicity quantizes them into $X$ non-zero levels, i.e., $p^f_j$ and $p^m_m \in \{l/X\}_{0 \leq l \leq X}$. The state observed by Bob at time slot $k$, denoted by $s^k$, consists of both the false alarm rate and the miss detection rate at the last time slot, i.e., $s^k = [p^f_j, p^m_m] \in \{l/X, m/X\}_{0 \leq l, m \leq X}$. The feasible test
of the state-action pair, set as zero at the beginning, consists of the occurrence count vector denoted by $\theta$. The receiver only deals with the state-action pair whose occurrence count vector $\Psi$ by $(\text{s}, s^k, x^k, x^k)$, respectively, via (25) and (26).

The state transition probability from the current state-action pair $(s^k, x^k)$ to the next state $s^{k+1}$, denoted by $\Pi$, is defined as
\[
\Pi(s^k, x^k, s^{k+1}) = \frac{\Phi'(s^k, x^k, s^{k+1})}{\Phi(s^k, x^k)}. 
\] (32)

**Algorithm 2** MIMO spoofing detection with Dyna-PS.

1: Initialize: $\varepsilon$, $\mu$, $\delta$, $\theta$, $J$, $Q = 0$, $V = 0$, $\Delta = 0$, $\Phi = 0$, $\Phi' = 0$, $\Psi = 0$, $R' = 0$, $R = 0$, and $\Pi = 0$

2: for $k = 1, 2, 3, \ldots$ do
3: Authenticate the received $T$ signals and update $Q(s^k, x^k)$ and $V(s^k, x^k)$ by Step 3-19 in Algorithm 1
4: Obtain the real experience $(s^k, x^k, s^{k+1}, U^k)$
5: Calculate $\Delta(s^k, x^k)$ via (27)
6: Insert $(s^k, x^k)$ into $\Psi$ with priority $\Delta(s^k, x^k)$
7: Update $\Phi'(s^k, x^k, s^{k+1})$ via (28)
8: Update $\Phi(s^k, x^k)$ via (29)
9: Update $R'(s^k, x^k, s^{k+1})$ via (30)
10: Update $R(s^k, x^k)$ via (31)
11: Update $\Pi(s^k, x^k, s^{k+1})$ via (32)
12: Set $j = 0$
13: while $j < J$ do
14: Select the state-action pair $(s^j, x^j)$ with the highest priority in $\Psi$
15: if $\Delta(s^j, x^j) > \theta$ then
16: Set $\Delta(s^j, x^j) = 0$
17: Obtain the reward $U^j = R(s^j, x^j)$
18: Update $Q(s^j, x^j)$ via (34)
19: Update $V(s^j)$ via (35)
20: for all the predecessors $(s, \bar{x})$ of state $s^j$ do
21: Calculate $\Delta(s, \bar{x})$ via (36)
22: Insert $(s, \bar{x})$ into $\Psi$ with priority $\Delta(s, \bar{x})$
23: end for
24: $j++$
25: else
26: break
27: end if
28: end while
29: end for

According to the above experience record $(\Phi, \Phi', R, R', \Pi)$, the spoofing detection builds the Dyna architecture and obtains the hypothetical experience. Based on the Dyna architecture, this scheme performs additional Q-function updating processes...
if the priority queue $\Psi$ is not empty. More specifically, in the $j$-th additional updating process, the detection first chooses a state-action pair $(s^j, x^j)$ with the highest priority in $\Psi$, and then sets its priority $\Delta (s^j, x^j) = 0$. The modeled reward $U^j$ is set as follows

$$U^j(s^j, x^j) \leftarrow R(s^j, x^j).$$

(33)

According to the state transition probability $\Pi$ and the modeled reward $U^j$, the spoofing detection then updates the Q-function and value function, respectively, by

$$Q(s^j, x^j) \leftarrow (1 - \mu)Q(s^j, x^j) +$$

$$\mu \left( U^j + \delta \sum_{s' \in S} \Pi(s^j, x^j, s') V(s') \right)$$

(34)

$$V(s^j) \leftarrow \max_{x \in \{0, 1\} K} Q(s^j, x).$$

(35)

The change of the Q-function for each predecessor of state $s^j$, denoted by $\Delta (s, \bar{x})$ is then updated as

$$\Delta (s, \bar{x}) \leftarrow \max \left\{ \left| U^j + \delta V(s^j) - Q(s, \bar{x}) \right|, \Delta (s, \bar{x}) \right\}.$$  

(36)

The state-action pair $(s, \bar{x})$ is inserted into the priority queue $\Psi$ with priority given by $\Delta (s, \bar{x})$. By updating the Q-function in the learned world model, the spoofing detection as summarized in Algorithm 2 has a faster convergence speed than the Q-learning based detection.

In summary, the Dyna-PS based spoofing detection requires more memory to store the experience record than the Q-learning based algorithm, and performs $J$ more authentication processes than the latter in each time slot. On the other hand, the Dyna-PS based detection has a faster convergence rate by using the hypothetical experiences generated by the Dyna architecture in addition to the real experiences.

VIII. EXPERIMENTAL RESULTS

Experiments were performed in a $12 \times 9.5 \times 3 \text{m}^3$ office room to evaluate their performance in dynamic games, in which each transmitter was equipped with up to 5 antennas, and Bob had 3 receive antennas. As a benchmark, we considered the PHY-layer spoofing detection with a randomly selected test threshold. If not specified otherwise, we set in the experiments $G_1 = C_1 = 6$, $G_0 = 9$, $C_0 = 4$, $C_s = 1$, $y = 0.5$, $\mu = 0.8$, $\delta = 0.7$, $\epsilon = 0.1$, $\theta = 0.2$, and $M = 3$ frequencies at 2.41 GHz, 2.42 GHz and 2.43 GHz.

As shown in Fig. 5 (a), the miss detection rate of the Q-learning based spoofing detection in the $5 \times 3$ MIMO system decreases over time from 0.54 at the beginning to 0.07 after 600 time slots, and the convergent error rate is 83.3% lower than the benchmark scheme. The spoofing detection with Dyna-PS further reduces the miss detection rate, which only takes 200 time slots to converge to 0.07, which is 1/3 of the time required by the Q-learning based scheme. The false alarm rates of both schemes are mostly below $3 \times 10^{-4}$. In addition, as shown in Fig. 5 (b), the utility of Bob with the Q-learning based detection increases over time to reach 7.5 after 600 time slots.
slots, which is 25% higher than the benchmark scheme. The detection with Dyna-PS has an even faster learning speed and takes 1/3 of time to reach a utility as high as 7.5 compared with the detection with Q-learning.

If the channel time variance is large, Fig. 6 illustrates that the miss detection rate of the Q-learning based detection converges fast even after a large channel variation. For example, at time slot 240 (the channel gains change significantly), the miss detection rate quickly decreases to 4%. The Dyna-PS based scheme takes 1/4 of time to reach the same accuracy, and obtains a utility 2.6% higher than the Q-learning based scheme.

Fig. 7 illustrates the impacts of the number of receive antennas on the spoofing detection of the MIMO system with 5 transmit antennas. For example, the miss detection rate of the Q-learning based detection decreases by 42.9% to 1.9%, and the false alarm rate decreases by 55.6% to 0.1%, if the number of receive antennas changes from 2 to 4. The spoofing detection with the Dyna-PS based detection has an even lower error rate, e.g., the miss detection rate of the 5 × 4 MIMO system is 1.3%, which is 31.5% lower than the Q-learning based scheme. Consequently, as shown in Fig. 7 (b), the average utility of Bob with the Q-learning based detection increases by 2.6% compared with the benchmark, and is further improved by 3.1% with Dyna-PS in the 5 × 4 MIMO system.

Fig. 8 shows that the miss detection rate with \( N_r = 3 \) decreases from 5.1% to 3.2%, and the false alarm rate decreases from 0.3% to 0.2%, if there are 4 transmit antennas instead of 2. The detection with Dyna-PS is more accurate, e.g., the miss detection rate is 2.3%, which is 28.1% lower than the Q-learning based scheme in the 4 × 3 MIMO system. Consequently, as shown in Fig. 8 (b), the average utility of Bob increases with the number of transmit antennas. For example, the average utility of Bob with the Q-learning based detection increases by 4%, if the number of transmit antennas increases from 1 to 5.

In summary, the experiment is performed in the indoor environment in Figs. 5 and 6 characterized by radio channel variations due to the movement of people in the office room. The proposed spoofing detection schemes are shown...
to improve the detection accuracy and thus the utility of the receiver. Similar performance can be observed in the other cases, not shown here, which demonstrates the robustness of the schemes.

IX. CONCLUSIONS

In this work, we have investigated the PHY-layer authentication in MIMO systems and presented the NEs of the static authentication game, showing that the receiver chooses its test threshold and adversary decides its attack probability based on the SNR, attack costs, channel conditions, and channel gain time variation. We have also proposed the Q-learning and Dyna-PS based spoofing detections, in which the test threshold in the spoofing detection is chosen via the reinforcement learning techniques. The USRP-based experiments have been performed, and the results demonstrate that the proposed authentication methods can efficiently improve the authentication performance even in time-variant radio environments. For example, in the MIMO system with 5 transmit antennas and 20 MHz bandwidth, the miss detection rate of the Q-learning based detection decreases by 42.9% to 1.9%, and the false alarm rate decreases by 55.6% to 0.1%, if the number of receive antennas changes from 2 to 4. The Dyna-PS based spoofing detection further reduces the miss detection rate to 1.3% in the $5 \times 4$ MIMO system. The utility of the receiver with the Q-learning based authentication is 2.6% higher than the benchmark scheme, which is further improved by 3.1% with Dyna-PS.
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