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Abstract—In this paper, we investigate the power allocation in a multi-user wireless system to maximize the Energy efficiency (EE), while meeting the power constrains of each individual user as well as the whole system. Specifically, a geometric ceiled-water-filling algorithm is proposed to solve this non-linear fractional optimization problem, which can compute exact solutions with a low degree of polynomial computational complexity. Optimality of the proposed algorithm is strictly proved with mathematic analysis. In addition, the proposed algorithm is further extended to the general case with the minimum system-level throughout constraint, considering the quality of service (QoS) requirement. To the best of our knowledge, no prior algorithm in the open literature offered such optimal solutions to the target problems, with the merit of exactness and the efficiency. Simulation results demonstrate that the proposed power allocation algorithms can improve the energy efficiency by nearly 50%, compared with the conventional Dinkelbach’s method with the same amount of computations.
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I. INTRODUCTION

Green communication technologies are considered as cornerstones to achieve sustainable network development and operations, which is the key to reduce operational expenditure as well as prolong the life of battery powered Internet of Things (IoT) devices [1], [2]. Accordingly, how to improve energy efficiency, i.e., the ratio of throughput to energy consumption [3], [4], has become a critical design objective in the future wireless networks [5], [6]. Extensive works have been conducted on green communications [7], [8], where the fundamental problems can be classified into three categories: (1) throughput maximization with power constraints [9]–[11]; (2) power minimization with throughput requirements [12]–[16]; and (3) Energy Efficiency (EE) maximization with/out power and throughout constraints [17]. The EE maximization problem, generally formulated as a non-linear fractional optimization problem, is the most challenging one, where the Karush-Kuhn-Tucker (KKT) conditions usually present complicated structure and cannot be solved directly [18]–[20].

In the existing literature, iterative algorithms are applied to address the EE maximization problems [21]–[26], and Dinkelbach’s method has been widely adopted. In [21], a combinatorial optimization problem has been formulated to maximize the energy efficiency of both transmitter and receiver with the minimum throughput requirement, where a novel divide-and-conquer approach is proposed to find a sub-optimal solution [21, p. 2728]. [23] investigated the energy-efficient resource allocation problem in an OFDM downlink system, where an algorithm is proposed based on a transformation of Dinkelbach’s method. Although insightful, the existing methods are either sub-optimal or require high complexity.

Different from the existing works, this paper firstly proposes a geometric ceiled-water-filling (GC-WF) algorithm to directly obtain the optimal solution to the EE maximization problem with power constraints of both system and individual users, by exploiting the water-filling structure of optimal solutions. A wireless communication system with multiple parallel users is considered, where each user can be a IoT device (i.e., data collecting and monitoring system) or a channel of the massive MIMO system. Each individual user has peak power constraints depending on the battery status and field requirements (such as reducing interference, avoiding power saturation and out-of-band power leakage), while the sum power of the whole system is also constrained considering the operational costs. In fact, the studied problem regresses to the conventional EE maximization problem without individual peak power constraints, when the individual peak power constraints are relaxed (i.e., the value of peak power are sufficiently large). Accordingly, the EE maximization problem with individual power constraints is more general as well as more practical. However, with the individual peak power constraints, the set of feasible power allocation presents more complicated structure, bringing new challenges to problem analysis. To address the challenges, a multi-channel water tank illustration with ceilings is utilized to illustrate the power allocation process analysis, where the ceilings depict the individual peak power constraints in a geometric way. Then, a geometric ceiled-water-filling (GC-WF) algorithm is proposed, which can provide the optimal solution with low degree of polynomial
computational complexity. The insights are that the EE-optimal power allocation satisfies the geometric water-filling like architecture, whereas the water levels of different channels further depend on the individual peak power requirements. Furthermore, the GC-WF algorithm is extended to solve the more generalized EE optimization problems with a minimum throughput requirement added. As the side notes, algorithms proposed by this paper, utilize the algorithms of [27] and [12] for preparation. The algorithms of [27] and [12] aimed to solve the two different classes of the problems on throughput optimization and power minimization, respectively. Instead, this paper solves the third class of the problems on energy efficiency maximization, considering both individual and system power constraints. Although [17] also solved the energy efficiency maximization problems with the sum power constraints, it cannot apply to the systems with individual power constraints.

The advantages of the proposed algorithm are two-fold, exactness and efficiency, which can not be simultaneously guaranteed by existing works according to the authors' knowledge. Exactness means that the proposed algorithm can output the computational results with machine-zero error compared with the “theoretic” optimal ones, i.e., no larger than $10^{-34}$ based on the standard of IEEE 754-2008. In addition, the proposed algorithm is of high efficiency, which can output the solutions with a low degree polynomial computational complexity. Exactness of the proposed algorithm is proved with strict mathematical analysis, and the low complexity is analyzed as well as validated through numerical results. With these two-fold benefits, the proposed algorithm can be applied to sustainable and efficient power management in large-scale wireless communication systems, such as IoT-based big data collection and smart city monitoring.

The remainder of this paper is organized as follows. As preparation, Section II reviews the geometric water-filling algorithm to solve two simple but fundamental power allocation problems with individual peak power constraints: (1) throughput optimization, and (2) sum power minimization. In Section III, the ceiling water tank illustration is firstly proposed, based on which we develop the GC-WF algorithm to solve the EE maximization problem with sum and individual peak power constraints. In addition, the proposed GC-WF algorithm is extended in Section IV to solve the more general EE maximization problem with an additional minimum throughput requirement, named as GC-WFT. Then, the proposed algorithm is also compared with the conventional Dinkelbach’s method theoretically for better understanding. Section V presents numerical examples and complexity analysis to illustrate the procedures of the proposed algorithms and the efficiency. Finally, Section VI concludes the paper.

II. GEOMETRIC WATER-FILLING ALGORITHM REVIEW

In this section, we review geometric water-filling (GWF) algorithm to solve the throughput maximization and power minimization problems with individual peak power constraints, i.e., GWFP [27] and P-GWFP [12], respectively. These algorithms are reviewed as preparation to solve the EE maximization problem, with further development introduced in the following sections.

Consider a wireless communication system with $K$ channels\(^1\), where the power gain of the $k$th channel is given by $a_k$ for $k = 1, 2, \cdots, K$. Denote by $P$ the power budget of the whole system, $P_k$ the peak power constraint of the $k$th channel, $s_0 > 0$ the constant circuit power, and $s_k$ the power allocated to the $k$th channel. For generality, each channel has a weight factor that takes a positive numerical value, denoted as $w_k$ for $k = 1, 2, \ldots, K$, to represent the different level of importance. Then, the power allocation problem is to find a group of power $\{s_k\}$ to optimize the specific objectives, e.g., throughput maximization, power minimization, and EE maximization. Without loss of generality, assume $\{a_k, w_k\}_{k=1}^{\cdots}K$ is a sorted sequence with strictly monotonically decreasing in $k$ (the indexes can be arbitrarily renumbered to satisfy this condition) for analysis.

A. Throughput maximization with Algorithm GWFP

Denote by $E_0$ the set of channels considered for power allocation, which is a subset of $\{1, \ldots, K\}$. The throughput-optimal power allocation can be formulated as follows.

$$\max_{\{s_i\} \in E_0} \quad \frac{1}{2} \sum_{i \in E_0} w_i \log_2(1 + a_i s_i)$$

(GWFP) \hspace{1cm} \begin{align*}
&\text{s.t. } 0 \leq s_i \leq P_i, \ i \in E_0; \\
&\quad \sum_{i \in E_0} s_i \leq P.
\end{align*} \tag{1}

Applying water-filling method, the depth of the $k$th stair is the height of the $k$th step to the bottom of the tank [27], denoted by

$$d_k = \frac{1}{a_k w_k}, \ k \in E_0. \tag{2}$$

GWF first determines the index, $k^*$, the highest step under water:

$$k^* = \max \left\{ k \mid \hat{P}(k) > 0, \ k \in E_0 \right\}, \tag{3}$$

where $\hat{P}(k)$ is a function in $k$, denoting the water volume above the $k$th step. From the geometric relationship, $\hat{P}(k)$ can be obtained by

$$\hat{P}(k) = \left[ P - \sum_{i \leq k \leq k-1} w_i \left( \frac{1}{a_k w_k} - \frac{1}{a_i w_i} \right) \right]^+, \tag{4}$$

for $k \in E_0$, where $[x]^+ = \max\{x, 0\}$, a piecewise linear function. Then, the power allocated for the $k$th channel is

$$s_{k^*} = \frac{w_k}{\sum_{i \leq k \leq k^*} w_i} \hat{P}(k^*), \tag{5}$$

and the completed solution is

$$s_i = \begin{cases} \frac{s_{k^*}}{w_{k^*}} + \left( \frac{1}{a_{k^*} w_{k^*}} - \frac{1}{a_i w_i} \right) w_i, & \{1 \leq i \leq k^* \} \cap E_0; \\
0, & \{k^* < i\} \cap E_0. \end{cases} \tag{6}$$

\(^1\)The problems and algorithms in this paper are all based on this system, where “channels” and “users” are used alternately with one-to-one mapping.

\(^2\)Noting the fact that any set is a subset of itself
Algorithm GWFPP is listed as follows.

**Algorithm GWFPP:**

**Input:** vector \( \{d_i = \frac{1}{a_iw_i}\}, \{w_i\}, \{P_i\} \) for \( i = 1, 2, \dots, K \), the set \( E_0 = \{1, 2, \dots, K\} \), and \( P \).

1) Utilize (3)-(6) to compute \( \{s_i\}_{i=1}^{K} \).
2) The set \( \Lambda \) is defined by the set \( \{i|s_i > P, i \in E_0\} \). If \( \Lambda \) is the empty set, output \( \{s_i\}_{i=1}^{K} \) and \( E_f = E_0 \); else, \( s_i = P, \) for \( i \in \Lambda \).
3) Update \( E_0 \) with \( E_0 \setminus \Lambda \) and \( P \) with \( P - \sum_{i \in \Lambda} P_i \), and return to Step 1.

**Remark 1.** Algorithm GWFPP carries out at most \( K \) loops to compute the optimal solution, with computational complexity of \( O(K^2) \). We use GWFPP\( \{\{a_i, w_i, P_i\}_{i=1}^{K}\}, P \) to represent the mapping from \( \{\{a_i, w_i, P_i\}_{i=1}^{K}\}, P \) to \( \{E_f, k^*\}, P(k^*) \) through Algorithm GWFPP, where \( E_f \) is the set of channels allocated with power below their peak power requirements.

**B. Power minimization with Algorithm P-GWFPP**

The power minimization problem is formulated as follows:

\[
\text{(P-GWFPP)} \quad \text{min}_{\{s_i\}_{i=1}^{K}} \sum_{i=1}^{K} s_i \quad \text{s.t.} \quad 0 \leq s_i \leq P, \quad i = 1, 2, \ldots, K;
\]

\[
\frac{1}{2} \sum_{i=1}^{K} w_i \log(1 + a_i s_i) \geq B, \quad \text{(7)}
\]

and (12) has provided the solution without the individual peak power constraints:

\[
k^* = \max \left\{ k \left| E(k) < \frac{\eta}{2^B}, \ 1 \leq k \leq K \right. \right\}, \quad \text{(8)}
\]

with \( E(k) \) defined by:

\[
E(k) = \prod_{i=1}^{k-1} \left( \frac{a_i w_i}{\eta k w_k} \right)^{w_k}, \quad \text{for} \ k = 1, 2, \ldots, K. \quad \text{(9)}
\]

The power level for this step is

\[
s_{k^*} = \frac{1}{\eta} \left[ \left( \frac{\eta}{E(k^*)} \right)^{\frac{1}{w_i}} - 1 \right]. \quad \text{(10)}
\]

Then, the power allocation for the \( i \)th channel is given by

\[
s_i = \begin{cases} \left[ s_{k^*} + \left( \frac{1}{a_i w_i} - s_{k^*} \right) w_i, \ 1 \leq i \leq k^*; \\
0, \quad k^* < i \end{cases} \quad \text{(11)}
\]

If the obtained power allocation satisfies the individual peak power constraints, it is the optimal solution to (P-GWFPP). Otherwise, the channels with power overflow should be allocated with their peak power and removed out of the system, and the power allocation to the other channels should be resolved, until all channels meet the individual peak power constraints. Algorithm P-GWFPP is stated as follows.

**Algorithm P-GWFPP:**

**Input:** arrays \( \{a_i, w_i, P_i\} \) for \( i = 1, 2, \ldots, K \), the set \( E_0 = \{1, 2, \ldots, K\} \), and \( \eta = 2^B \).

1) Utilize (8)-(10), and (6) to compute \( \{s_i\}_{i=1}^{K} \).
2) The set \( \Lambda \) is defined by the set \( \{i|s_i > P, i \in E_0\} \). If \( \Lambda \) is the empty set, output \( \{s_i\}_{i=1}^{K} \); else, \( s_i = P \), for \( i \in \Lambda \).
3) Update \( E_0 \) with \( E_0 \setminus \Lambda \) and \( P \) with \( P - \sum_{i \in \Lambda} P_i \), and return to Step 1.

**Remark 2.** Algorithm P-GWFPP carries out at most \( K \) loops to obtain the optimal solution, with the computational complexity of \( O(K^2) \). Algorithm P-GWFPP provides the mapping from \( \{\{a_i, w_i, P_i\}_{i=1}^{K}\}, B \) to the exact solution of Problem (P-GWFPP), \( \{s_i\}, k^* \) and \( E_{p,f} \), where \( E_{p,f} \) denotes the finally obtained index set.

**III. PROBLEM STATEMENT AND PROPOSED GC-WF ALGORITHM**

In this section, we first formulate the EE maximization problem with sum and individual peak power constraints, and introduce the ceiling water tank illustration to the problem. We then propose the GC-WF algorithm to solve the EE maximization problem.

**A. Problem Statement**

The EE-optimal power allocation problem can be formed as follows:

\[
\text{(EE-SI)} \quad \text{max}_{\{s_k\}_{k=1}^{K}} \frac{1}{\sum_{k=1}^{K} \frac{w_k \log_2(1 + a_k s_k)}{s_k}} \quad \text{s.t.} \quad 0 \leq s_k \leq P_k, \quad \text{for} \ k = 1, 2, \ldots, K; \quad \text{(12)}
\]

where the objective function is the weighted energy efficiency, the first constraint comes from individual peak power constraints, and the second constraint corresponds to the total power budget. The (EE-SI) problem has a non-linear fractional objective function.

![Fig. 1: Ceiling water tank illustration.](image)

**B. Ceiling Water Tank Illustration**

Without losing generality, suppose that \( \{a_k w_k\}_{k=1}^{K} \) are sorted with strictly monotonically decreasing in \( k \). We introduce a ceiling water tank illustration to describe the geometric relationship of the communication system,
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Fig. 2: An illustration of power allocation with water level \( \mu \).

Fig. 3: Ceilings located in the interval of \([d_N, d_{N+1}]\).

illustrated as Fig. 1. The \( K \) stairs correspond to the \( K \) channels. For the \( k \)th stair, the width equals the weight factor \( w_k \), and the height \( d_k \) is set as \( d_k = \frac{1}{\sigma_k w_k} \). The bold dashed line segments over the specific steps depict the peak power constraints for the corresponding channels, which are referred to as ceilings in this paper, given by

\[
c_k = d_k + \frac{P_k}{w_k} \tag{13}
\]

for the \( k \)th channel. Correspondingly, the height of each stair, \( \{d_k\} \), is named as floors for better understanding. With this water tank illustration, the power allocated to the \( k \)th channel equals the area of water above the floor of the \( k \)th stair. Notice that the width of each stair reflects the importance of the channel, and channels with larger width are expected to obtain more power. In addition, the height of each stair reflects the channel condition, and stairs with higher floors indicate deeper channel fading, which are expected to obtain less power. Furthermore, the ceilings reflect the maximum amount of water allocated to each stair, which further constrains the maximum power allocation. Thus, the shaded area shown in Fig. 1 is called the feasible region of power allocation in this paper.

The EE-optimal power allocation problem without individual power constraints has been investigated in our previous work [17], where a similar water tank illustration is applied but without ceilings. In that case, the feasible region of power allocation is entire area above the stair floors. After determining the optimal water level, the power allocated to each channel can be obtained. In this paper, the power allocated to each channel further depends on the corresponding ceilings in addition to the water level, and the existing method does not apply.

\[
h_k = \frac{1}{\sigma_k w_k} = \frac{1}{\Delta s} \tag{14}
\]

Denote by \( \hat{K}_c = \{|c_k|d_1 < c_k < d_{N+1}, 1 \leq k < N + 1\} \), the number of ceilings falling into interval \([d_1, d_{N+1}]\). Sort these ceilings into a monotonically increasing sequence

\[
\{h_j\}_{j=1}^{\hat{K}_c} \tag{15}
\]

through the mapping \( \sigma \) of a permutation from the index set of the \( c_k \) sequence to that of the \( h_k \) sequence. As a side note of
Fig. 3, the subscript sequence $\{k_1, \ldots, k_4\}$ of $\{c_{k_1}, \ldots, c_{k_4}\}$ are the subset of $\{1, 2, \ldots, K_c\}$, which may not be $\{1, \ldots, 4\}$.

Denote by $K_c$ the number of ceilings falling into the interval $(d_N, d_{N+1})$. There are three cases:

i) $K_c > 1$, multiple ceilings falling into the interval;

ii) $K_c = 1$, just one ceiling falling into the interval;

iii) $K_c = 0$, no ceiling falling into the interval.

Fig. 3 is an illustration of the first case, where $K_c \geq K_e \geq 4$. With the ceilings sorted into $\{h_i\}_{i=1}^{K_e}$, the interval $(d_N, d_{N+1})$ is further divided into $K_c + 1$ subintervals. Suppose the water level falls into the $i$th subinterval without loss of generality, i.e., $h_i \leq \mu < h_{i+1}$, shown as Fig. 3. We define the term “tunnel”, referring to the $i$th subinterval $[h_i, h_{i+1}]$. We also use “tunnel floor ($h_t = h_i$)” and “tunnel ceiling ($h_c = h_{i+1}$)” respectively to denote the two closest ceilings to the water level $\mu$. For better understanding on the preprocessing of ceilings, Fig. 4 illustrates the sorted sequence $\{h_j\}$, as shown in the left most vertical axis. The ceilings of four channels are sorted into $\{h_1, h_2, h_3, h_4\}$, and ceilings $\{h_1, h_2, h_3\}$ fall into the interval $[d_4, d_5]$ (when considering $N = 4$). When the water level further falls in subinterval $[h_2, h_3]$, $h_2$ and $h_3$ serve as tunnel floor and tunnel ceiling, respectively.

The allocated power for the $N$th step, $w_N = w_N(\mu - d_N)$, can be described as the sum of the stripped areas shown in Fig. 3,

$$s_N = w_N(\mu - d_N) + \sum_{j \in \{j|h_i > h_j > d_N\}} (h_{j+1} - h_j) + (h_{\min \{j|h_j > d_N\}} - d_N),$$

where the three terms correspond to the three areas with different shadows, respectively.

D. Power Allocation within Tunnel

For notation simplicity, the additional power allocated to a channel when the water level rises from the tunnel floor to $\mu$ ($h_t \leq \mu < h_c$) is referred to as power allocation within tunnel. Denote by $\Delta s(k)$ the power allocation within tunnel for the $k$th channel, for $k = 1, 2, \ldots, N$. For example, the power allocation within tunnel for the $N$th channel is given by

$$\Delta s(N) = w_N(\mu - h_t),$$

shown as the slashed line shaded area above the $N$th stair in Fig 4. Notice that channels $\{1, 2, \ldots, N-1\}$ can be classified into two groups based on their allocated power within tunnel. If the channel ceiling is lower than the tunnel floor, no power is allocated for this channel within tunnel, for example, $\Delta s(j) = 0$ for the $j$th channel in Fig. 4. Otherwise, additional power is allocated, for example, the power $\Delta s(k) = w_k(\mu - h_t)$, shown as the slashed shaded area over the $k$th stair in Fig. 4. Denote by $E$ the second group of channels, $E = \{k|h_{\sigma(k)} > h_t, 1 \leq k \leq N\}$, and $E^c$ the first group of channels, $E^c = \{k|h_{\sigma(k)} \leq h_t, 1 \leq k \leq N\}^3$. Thus, the set $E$ includes the channels of positive power allocations within tunnel, i.e., $\{\Delta s(k) > 0|k \in E\}$. According to Fig. 4, the total power within tunnel allocated to all channels is given by

$$\Delta s = \sum_{k \in E} \Delta s(k),$$

shown as the total slashed shaded areas in Fig. 4. Applying the concepts of the tunnel floor $h_t$, power within tunnel $\Delta s$, and the set $E$, the water level is expressed as

$$\mu = h_t + \frac{\Delta s}{\sum_{k \in E} w_k}.$$ (19)

From the geometric relationship illustrated by Fig. 4, $\Delta s$ has a domain $[\Delta s_{\min}, \Delta s_{\max}]$, where

$$\{ \Delta s_{\min} = 0; \Delta s_{\max} = (h_c - h_t) \sum_{k \in E} w_k \}.$$ (20)

As a reminder, Fig. 4 has assigned $N = 4, j = 1, 2$ and $k = 3, 4$, as an instance for conveniently understanding. Here $\Delta s_{\max}$ is obtained at the highest water level $\mu = h_c$ in the tunnel, i.e., the tunnel is fully loaded. If more water is poured in the system, the water level will fall into the next subinterval $[h_{i+1}, h_{i+2}]$, and a new tunnel will form. As a side note, $\Delta s_{\max}$ may also be written as $\Delta s_{\max}(i, N)$, to emphasize its dependence on the indexes of $i$ and $N$, i.e., the $i$th ceiling $h_i$ serving as the tunnel floor in the interval of $[d_N, d_{N+1}]$.

E. EE-Optimal Power Allocation within A Tunnel

To determine the optimal water level and power allocation within the tunnel $[h_t, h_c] = [h_i, h_{i+1}]$, we firstly introduce a function $g(\Delta s)$

$$g(\Delta s) = \left( h_t + \frac{\Delta s}{\sum_{k \in E} w_k} \right) \cdot \left( \sum_{k \in E} w_k \log (h_t + \frac{\Delta s}{\sum_{k \in E} w_k}) - \log (d_k) \right) + \sum_{j \in E^c} w_j \log \left( \frac{d_j}{d_{\max}} \right)$$

$$- \left[ s_0 + \sum_{k \in E^c} s_k + \sum_{j \in E^c} w_j (h_{\sigma(j)} - d_j) \right].$$

The objective function of problem (12) has fractional form, and function $g(\Delta s)$ is related to the gradient of the numerator. Thus, $g(\Delta s)$ can reflect the optimality of objective function. The detailed derivation of $g(\Delta s)$ is omitted due to the page limit. Then, the power allocated to the $k$th channel ($k \in E$) can be expressed as

$$s_k = \left( h_t - d_k \right) + \frac{\Delta s}{\sum_{k \in E} w_k} w_k, \forall k \in E.$$ (22)

Using the concept of water level $\mu$, with the notation $\mu_j = h_{\sigma(j)}$ at $j \in E^c$, $g(\Delta s)$ is expressed with a clear geometric meaning of the parameters:

$$g(\Delta s) = \mu \left[ \sum_{k \in E} w_k \log \left( \frac{d_k}{d_{\max}} \right) + \sum_{j \in E^c} w_j \log \left( \frac{d_j}{d_{\max}} \right) \right]$$

$$- \left[ s_0 + \sum_{k \in E^c} w_k (\mu - d_k) + \sum_{j \in E^c} w_j (\mu_j - d_j) \right].$$ (23)
For a given tunnel, consider an optimization problem in terms of $\Delta s$
\[
\min_{\Delta s} \left| g(\Delta s) \right|,
\text{ s.t. } 0 \leq \Delta s \leq \Delta s_{\text{max}}(i, N),
\tag{24}
\]
whose optimal solution provides the optimal water level of the EE-optimal power allocation within tunnel $[h_t, h_{t+1}]$.
Proposition 1 provides the optimal solution to (24).

**Proposition 1.** For any given $i$ and $N$ involved in forming problem (24), the solution to this system is computed by three cases: if $g(0) < 0$ and $g(\Delta s_{\text{max}}) > 0$, the solution can be computed from the following iteration,
\[
\Delta s_{n+1} = \Delta s_n - \frac{g(\Delta s_n)}{g'(\Delta s_n)}, \forall n \in \mathbb{Z}^+,
\tag{25}
\]
where $\mathbb{Z}^+$ is the set of non-negative integers and the subscript of $\Delta s_n$ is the iteration index; if $g(0) \geq 0$, the solution is $\Delta s = 0$; else if $g(\Delta s_{\text{max}}) \leq 0$, the solution is $\Delta s = \Delta s_{\text{max}}$. In addition, no case of $g(0) > 0$ and $g(\Delta s_{\text{max}}) < 0$ exists.

**Proof.** See Appendix A. \qed

**Remark 3.** Proposition 1 computes the optimal power allocation when the power level is within the specific tunnel. For the first case, Proposition 1 needs $N_i$ (derived in Appendix A) loop operations, to compute the exact solution to the problem (24) at most, which shows low polynomial computational complexity with respect to system parameters. Proposition 1 is regarded as the mapping of $(s_0, N_i, \{d_k\}_{k=1}^K, [h_t, h_{t+1}])$ to the exact solution of power level within tunnel. Problem (24) can be regarded as a transform of EE-optimal power allocation, which is solvable with low complexity and provides the basis for EE-optimal power allocation algorithm design. The underlying rationale is that the EE-optimal solutions also own the water-filling architecture.

**E. Proposed Algorithm GC-WF**

Based on the concept of power ceilings, tunnels, Proposition 1, and GWFPP algorithm, we propose Algorithm GC-WF to solve the target problem (EE-SI) as follows.

**Algorithm GC-WF:**

0) Initialization:
\[
\{E_f, k^*, \hat{P}(k^*)\} = \text{GWFPP} \left( \{a_k, w_k, P_k\}_{k=1}^K, \min \left\{ \sum_{k=1}^K P_k, P \right\} \right) \text{ and } a_{K+1} w_{K+1} = \left( \frac{\hat{P}(k^*)}{\sum_{k \in E} w_k} + \frac{1}{\sum_{k \in E} w_k} \right)^{-1}.
\tag{26}
\]

1) Input:
\[
s_0, \{a_k, w_k\}_{k=1}^K, a_{K+1} w_{K+1}, N = 1 \text{ and assigning a } K \times K \text{ matrix } \mathbf{S} \text{ a null matrix.}
\]
2) Loop for $N$ from 1 to $K$: for each loop, one of the following three branches being implemented to update the $N$th row of the matrix $\mathbf{S}$:

2.1) If there is no ceiling falling in the interval $(d_N, d_{N+1})$, the tunnel floor and ceiling are assigned by $d_N$ and $d_{N+1}$ respectively, expressed as
\[
\{c_k | d_N < c_k < d_{N+1}, 1 \leq k \leq N\} = \emptyset, \quad [d_N, d_{N+1}] \rightarrow [h_t, h_{t+1}] \text{ in Proposition 1.}
\tag{27}
\]

4) Based on $g(\Delta s)$ defined by (23) and Proposition 1, we have three sub-branches:

2.1.1) If $g(0) > 0$, then $h_t = d_N$ and $h_c = d_{N+1}$ (see Fig. 5(a)), the power allocation is
\[
\begin{align*}
S_{N,k} &= (d_N - d_k) w_k, \quad k \in E; \\
S_{N,j} &= P_j, \quad j \in E^c.
\end{align*}
\]
Then go to Step 3; else

2.1.2) if
\[
g(\Delta s_{\text{max}}) = g((d_{N+1} - d_N) \sum_{k \in E} w_k) < 0,
\]
then $h_t = d_N$, $h_c = d_{N+1}$ (see Fig. 5(b)), the power allocation is
\[
\begin{align*}
S_{N,k} &= (d_{N+1} - d_k) w_k, \quad k \in E; \\
S_{N,j} &= P_j, \quad j \in E^c.
\end{align*}
\]
Then go to Step 3; else

2.1.3) if
\[
g(0) \cdot g((d_{N+1} - d_N) \sum_{k \in E} w_k) < 0,
\]
then $h_t = d_N$, $h_c = d_{N+1}$ (see Fig. 5(c)), tunnel total power $\Delta s$ is solved by (25) in Proposition 1, and
\[
\begin{align*}
S_{N,k} &= \left[ \frac{\Delta s}{\sum_{k \in E} w_k} + (d_N - d_k) \right] w_k, \quad k \in E; \\
S_{N,j} &= P_j, \quad j \in E^c.
\end{align*}
\]
Then go to Step 3).

2.2) If there are one or more ceilings in the interval $[d_N, d_{N+1}]$ (i.e., $K_c \geq 1$), denote by $T_N = K_c + 1$ the number of subintervals. We form a new sequence $\{\bar{t}_k\}_{k=0}^{T_N}$ as
\[
\{d_N, d_{N+1}\} \cup \{c_k | d_N < c_k < d_{N+1}, 1 \leq k \leq N\}
\]
where
\[
d_N = \bar{t}_0 < \bar{t}_1 < \ldots < \bar{t}_{T_N} = d_{N+1}
\tag{28}
\]
Assign an $T_N \times K$ matrix $\mathbf{S}$ a null matrix. Then, loop for $t$ from 1 to $T_N$ in step 2.3): for each loop, one of the following three branches being implemented to update the $t$th row of $\mathbf{S}$.

2.3) Assign $\bar{t}_{t-1}$ and $\bar{t}_t$ to tunnel floor and ceiling, respectively, and update the $g(\Delta s)$.

2.3.1) If $g(0) > 0$,
\[
\begin{align*}
\{S_{N,k} &= \left( \bar{t}_{t-1} - d_k \right) w_k, \quad k \in E; \\
S_{N,j} &= P_j, \quad j \in E^c.
\end{align*}
\]
Then go to Step 2.3.4); else

4In the expression above, “$\rightarrow$” denotes the assignment operation.
2.3.2) if
\[ g \left( (\bar{t}_i - \bar{t}_{i-1}) \sum_{k \in E} w_k \right) < 0, \]
\[
\begin{cases}
{\overline{S}}_{N,k} = (\bar{t}_i - d_k)w_k, & k \in E; \\
{\overline{S}}_{N,j} = P_j, & j \in E^e.
\end{cases}
\]
Then go to Step 2.3.4); else

2.3.3) if
\[ g(0) \cdot g \left( (\bar{t}_i - \bar{t}_{i-1}) \sum_{k \in E} w_k \right) < 0, \]
Then \( \Delta s \) can be solved by applying (25). And
\[
\begin{cases}
{\overline{S}}_{N,k} = \left[ \frac{\Delta s}{\sum_{k \in E} w_k} + (\bar{t}_i - 1 - d_k) \right] w_k, & k \in E; \\
{\overline{S}}_{N,j} = P_j, & j \in E^e.
\end{cases}
\]
Then go to Step 2.3.4).

2.3.4) If \( t = \mathcal{I}_N \), compute
\[
t^* = \arg \max_{\{t|1 \leq t \leq \mathcal{I}_N\}} \left\{ \frac{1}{s_0 + \sum_{k=1}^K {\overline{S}}_{N,k}} \right\},
\]
output \( S_{N,k} = \overline{S}_t, k, \forall k \), and then go to Step 3); else let \( t + 1 \rightarrow t \) and go to Step 2.3).

3) If \( N = K \), compute
\[
n^* = \arg \max_{\{N|1 \leq N \leq K\}} \left\{ \frac{1}{s_0 + \sum_{k=1}^K {\overline{S}}_{N,k}} \right\},
\]
and then output \( \overline{s}_k = S_{n^*,k}, \forall k \); else let \( N + 1 \rightarrow N \) and go to Step 2.1).

To help understand the algorithm, Step 2.1 and Step 2.2 are illustrated by Fig. 5 and Fig. 6 respectively.

**Proposition 2.** GC-WF outputs the solution to the problem in (12), with a finite amount of computation.

**Proof.** See Appendix B.

For the complexity analysis of Algorithm GC-WF, we have the following corollary.

**Corollary 1.** In Algorithm GC-WF, the iterative computation of Eq. (25) in Proposition 1 is required once at most.

**Proof.** Let \( h_t^{(i)} \) and \( h_c^{(i)} \) denote the floor and ceiling of the \( i \)th tunnel respectively. Within the \( i \)th tunnel, we have \([h_t^{(i)}, h_c^{(i)}] \subset [d_1, d_{N+1}]\). It has been proved that \( g(\Delta s) \) is monotonically increasing, according to the first paragraph in the proof of Proposition 1. It is seen that for a larger interval \([d_1, d_{m+1}]\), where \( m > N \), this larger interval still includes the given \([h_t^{(i)}, h_c^{(i)}]\). At the same time, let \( V_{i-1}^{\text{min}} \) and \( V_{i}^{\text{max}} \) denote the minimum and maximum values of \( g(\Delta s(\mu)) \) over \([h_t^{(i)}, h_c^{(i)}]\), then
\[
V_{i-1}^{\text{min}} = g \left( \Delta s(\mu = h_t^{(i)}) \right) = g(\Delta s = 0)
\]
\[
V_{i}^{\text{max}} = g \left( \Delta s(\mu = h_c^{(i)}) \right) = g(\Delta s = h_c^{(i)} - h_t^{(i)}) \\
\cdot \sum_{k \in \{k|h_c^{(i)} > h_t^{(i)}, 1 \leq k \leq N\}} w_k.
\]
where the water level \( h_t^{(i)} = \sum \Delta s(\mu = h_t^{(i)}), \) as an isomorphism between \( \mu \) and \( \Delta s \), and (23) are utilized. When the working tunnel is escalated to the next pair of ceilings, \( h_c^{(i+1)} = h_t^{(i+1)} \).

It is seen that \( V_{i+1}^{\text{min}} = V_{i}^{\text{max}} \), still based on the isomorphism between \( \mu \) and \( \Delta s \), and (23). Therefore, \( \{g(\Delta s(\mu = h_t^{(i)}))\} \) is a monotonically increasing sequence in \( i \) tunnel, and thus Corollary 1 is proved.

\[ \hat{h}_{I_2} = d_{N+1} \]
\[ \text{water level range when} \]
\[ t = 2 \]
\[ \hat{h}_2 \]
\[ \hat{h}_1 \]
\[ d_N \]
\[ \hat{h}_0 = d_N \]

**Fig. 5:** Illustration of Step 2.1 of Algorithm GC-WF.

**Fig. 6:** Illustration of Step 2.2 of Algorithm GC-WF.
IV. EXTENDED EE MAXIMIZATION PROBLEM WITH THROUGHPUT REQUIREMENT

In this section, an extended EE maximization problem is further considered, by adding the requirement of minimum throughput $B$ (unit: bits). The extended problem is formulated as

$$\max\{s_k\}_{k=1}^K \text{ s.t. } \frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k s_k) \leq P_k \text{ for } k = 1, \ldots, K;$$

(EE-SIT)

$$\frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k s_k) \geq B.$$

As a side note, $B$ cannot be too large for the existence of the solution. Since problem (31) requires $\frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k P_k) \geq B$, the P-GWFPP Algorithm is combined with Algorithm GC-WF to form a new algorithm for problem (31). The interesting fact is that P-GWFPP deletes the non-linear throughput constraint of problem (31), which can provide a substantial convenience to solve problem (31). More details can be found in the proof of Proposition 3.

A. Extended Algorithm GC-WFT

Algorithm GC-WFT:

0) Pre-process:

$$\{E_f, k^*, P(k^*)\}$$

= GWFPP$$\left(\{a_k, w_k, P_k\}_{k=1}^K, \min \left\{\sum_{k=1}^K P_k, P\right\}\right)$$

and

$$a_{K+1}w_{K+1} = \left(\frac{P(k^*)}{\sum_{k \in E_f} w_k + \frac{1}{a_{K+1}w_{K+1}}}\right)^{-1}. \tag{32}$$

1) Implementing P-GWFPP, we have:

$$\{s_k\}_{k=1}^K, k^* = \text{P-GWFPP}(\{a_k, w_k, P_k\}_{k=1}^K, B). \tag{33}$$

2) Let $\mu_0 = \frac{s_k}{w_k} + d_{k^*}$. Determine $[d_N, d_{N+1}]$ and then the tunnel floor and ceiling $[h_l, h_u]$ such that $h_l, h_u \in [d_N, d_{N+1}]$. Assign a $1 \times K$ vector $(S_0, 1, \ldots, S_{0, K}) = (s_1, \ldots, s_K)$, where $(s_1, \ldots, s_K)$ has been obtained from Step 1.

3) Implement GC-WF, only changing the phrase in Step 3 of GC-WF:

$$n^* = \arg \max\{N | 1 \leq N \leq K\} \left\{\frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k S_N, k) \right\} \tag{34}$$

into

$$n^* = \arg \max\{N | 0 \leq N \leq K\} \left\{\frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k S_N, k) \right\} \tag{35}$$

$$\frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k S_N, k) \geq \sum_{k=1}^K s_k.$$}

Then output $s_k = S_{n^*}, k, \forall k$, as the solution.

The following proposition states optimality of GC-WFT.

**Proposition 3.** GC-WFT outputs the solution to (31) with a finite amount of computation.

**Proof.** Notice the P-GWFPP’s providing the initial interval $[d_N, d_{N+1}]$ and its subinterval $[h_l, h_u]$ mentioned in 2) of GC-WF. (31) is equivalent to

$$\max\{s_k\}_{k=1}^K \frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k s_k) \text{ subject to } s_k \leq s_k \leq P_k, \text{ for } k = 1, \ldots, K; \tag{36}$$

$$\frac{1}{2} \sum_{k=1}^K w_k \log_2(1 + a_k s_k) \geq B.$$
\[ \frac{1}{2} \sum_{k=1}^{K} w_k \log_2(1 + a_k s_k) = \hat{B}, \quad \hat{s}_k \geq \hat{s}_k, \forall k, \text{ according to} \ (10). \] Thus, for both the cases above, we obtain that \( \{s_k^1 \geq \hat{s}_k\}_{k=1}^{K} \), and \( \{s_k^2 \}_{k=1}^{K} \) is a feasible point of (36). Therefore, the optimal objective value of (31) is not greater than that of (36). As (31) is not less than that of (36) either, the optimal objective value of (31) is equal to that of (36). Therefore, (31) and (36) have the same set of the optimal solutions. According to the formal definition of equivalence between optimization problems (refer to [28, Definition 3.3.1]), (31) and (36) are equivalent.

As a result, (36) does not have the constraint of \( \frac{1}{2} \sum_{k=1}^{K} w_k \log_2(1 + a_k s_k) \geq B \). That is to say, P-GWFP only focuses on its equivalent (36) under the mentioned equivalence. For (31), the optimality proof of GC-WFT only focuses on its equivalent (36), with referring to Appendix B (i.e., the proof of Proposition 2). Therefore, optimality of GC-WFT is obtained.

**Corollary 2.** GC-WFT conducts iterative computation of Eq. (25) once at most.

**Proof.** Corollary 2 can be proved by a similar way of Corollary 1, and the proof is omitted here.

**Remark 4.** In [17], we provided an analogous comparison of the mechanism of the proposed approach with the well known Dinkelbach’s method. The advantages were summarized into two points: search range and solving each convex optimization problem. In this paper, we extended the energy efficient maximization problem to include individual upper power bound constraints. With these additional constraints, the advantages of the proposed approach is more significant over Dinkelbach’s method. The detail is mentioned below, and more details will also be presented in the Section V with numerical results analysis.

For this class of energy efficiency maximization problems, most existing algorithms, such as the widely adopted Dinkelbach’s algorithm [29], need two levels of iteration loops: the inner (iteration) loop and the outer (iteration) loop. The inner loop aims to compute the point to satisfy certain conditions (e.g., condition (B) referring to [29, p. 495]). The obtained point is usually an optimal solution to an auxiliary optimization problem instead of the target one. In addition, many of the inner loops are needed to generate a sequence, which is further utilized in the outer loop to find the optimal solution with convergence. However, in fact, such a sequence is difficult to obtain. Firstly, every point in the sequence requires a finite amount of computation to obtain the exact numerical value in the inner loop. Secondly, the convergence in the outer loop may breakdown, since the inner loop may fail to find the exact solution ([30]). Instead, our proposed algorithms converge to the exact solution with efficient computations.

**V. COMPLEXITY ANALYSIS AND NUMERICAL RESULTS**

**A. Complexity Analysis**

GC-WFT of problem (31) is a more general problem than GC-WF of problem (12), and owns a higher computational complexity. Thus, we focus on providing the computational complexity analysis on Algorithm GC-WFT.

Since GC-WFT utilizes GC-WF, which depends on Steps 2.X.1), 2.X.2) and 2.X.3). However, Step 2.X.3) is only utilized once at most, by GC-WF. Here, Step 2.X.3) includes \( N_i = N_1 + N_2 \) (defined in Appendix A) iterations to compute the solution, with the exactness, to (24). Given \( \{d_N\} \) and the corresponding tunnel floor, \( \{h_t\} \), it is seen that completing the \( N_j \) iterations needs \( 10K \max\{1 \leq i \leq 2K\}\{\frac{h_t}{2K} + 35\} \) basic arithmetic, logical, and elementary function evaluation operations at most, with computational complexity level of \( O(K) \) under the given \( P \). At the same time, Steps 2.X.1) and 2.X.2) are only utilized \( 2K + 1 \) evaluations of \( g(\cdot) \) at most, and in total, by GC-WF. This is because the evaluations are determined by \( \{d_N\}_{N=1}^{K+1} \) and \( \{c_N\}_{N=1}^{K+1} \) and the sets of \( \{d_N\}_{N=1}^{K+1} \) and \( \{c_N\}_{N=1}^{K+1} \) have \( 2K + 1 \) members together. As a side note, \( g(\Delta s_{\text{max}}) \) for the given interval or subinterval is equal to \( g(0) \) for the next interval or subinterval, where the index of the interval or the subinterval is not beyond \( 2K + 1 \). These points are obtained from the definition of \( g(\Delta s) \) (refer to (21) and (23)) and the statement of GC-WF. Furthermore, each of the \( 2K + 1 \) evaluations of \( g(0) \) or \( g(\Delta s_{\text{max}}) \) over the intervals or the subintervals needs, at most, \( 4K - 1 \) basic arithmetic operations; \( K \) basic elementary function evaluation operations where \( \log(\cdot) \) in \( g(\Delta s) \) is the assigned basic elementary function; and \( K \) basic assignment operations, \( 2K \) basic arithmetic operations and \( 1 \) basic logical operation (of material implication) that judges the positiveness of the \( g(\cdot) \) for the power allocation in the statement of GC-WF. The (basic) operation means the four classes of basic operations above. Therefore, the number of the (basic) operations is not greater than \((2K + 1) \times (4K - 1 + 4K + 1) = 16K^2 + 8K\). Therefore, the \( 2K + 1 \) evaluations of \( g(\cdot) \) in total, by GC-WFT, may take any number greater than \( 16K^2 + 8K \), such as \( 36K^2 + 12K \), for an upper bound of the number for completing their operations. That is to say, computational complexity of the \( 2K + 1 \) evaluations of \( g(\cdot) \) in total, by GC-WF, can be expressed into \( O(K^3) \) by the big O notation [31].

Sorting \( \{d_n, c_n\} \) needs the complexity of \( O(K \log(K)) \). Since GWFP and P-GWFP are utilized by GC-WFT, this utilization uses the computational complexity of \( O(K^2) \) (refer to [27] and [12]). As a result, since \( O(K) + O(K^2) + O(K \log(K)) + O(K^2) = O(K^3) \), GC-WFT has the computational complexity of \( O(K^2) \).

On the other hand, one of the most efficient convex optimization algorithms is selected as PD-IPM, either for Dinkelbach’s method using multiple times or for PD-IPM directly and independently being used as an algorithm. The computational complexity of PD-IPM, only being used once, is \( O(K^{3.5}) \log(1/\epsilon) \) [18], [32]. Ours is to compute the
solution with the error of machine zero; while PD-IPM is to compute an $\epsilon$ solution.

Therefore, we have the following proposition.

**Proposition 4.** For the proposed problems, GC-WFT outputs the exact optimal solution and the computational complexities of $O(K^2)$; while PD-IPM outputs an $\epsilon$ solution with the computational complexity of $O(K^{1.5}) \log (1/\epsilon)$.

### B. Numerical Results

A numerical example is firstly presented in this subsection to illustrate the proposed algorithms. We could choose any other practical parameters for the target problems, because optimality and computational complexity of the proposed algorithms GC-WF and GC-WFT have already been proven, strictly. In addition, the performance of the proposed algorithms is compared with the Dinkelbach’s algorithm with numerical results, as intuitive illustrations.

**Example 1.** Instantiating the weighted case of EE-PPT by GC-WFT, this problem is:

$$
\max_{\{s_i\}_{i=1}^2} \frac{2 \log(1+s_1)+\log(1+0.5s_2)}{1+s_1+s_2}
$$

subject to:

- $s_i \geq 0, \forall i$;
- $s_1 \leq 5, s_2 \leq 1$;
- $s_1+s_2 \leq 3$;
- $\frac{2}{3} \log(1+s_1)+\log(1+0.5s_2) \geq \frac{\log 13.5}{3}$.  \hspace{1cm} (38)

The solving procedures are listed in Table I.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$S$</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>0.2892</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.2892</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.2011</td>
</tr>
</tbody>
</table>

According to Step 3) in GC-WFT, the case at $n = 1$ has been ruled out. At the same time, the case, with the first sub-interval $[h_l, h_s]$, at $n = 2$ has also been ruled out. It is seen that this example has the optimal solution $(1.2899, 1)$ and the maximum efficiency of 0.2911.

A stochastic experiment is further conducted to validate the computational efficiency of the proposed algorithms. Since GC-WFT is more general, it is taken a representative of the proposed algorithms. The parameters $\{a_k, w_k\}$ are assigned at random, where the square root of each entry of $\{a_k\}$ is drawn independently from the standard Gaussian distribution and then squared (due to $a_k$ being a channel power-gain, $\forall k$), and each entry of $\{w_k\}$ independently from a uniform distribution of $U[0, 1]$. Each of the experiments is conducted based on 100 samples, with both the sum power bound being set up from 10 dBm to 200 dBm (i.e., 1 dBm times the number of the channels) and the peak power values being taken at $U[1, 1.5]$ with the unit of dBm. The computational complexity of the proposed GC-WFT is compared with that of the Dinkelbach’s algorithms with $\epsilon = 0.01$, as shown in Fig. 7. The result demonstrates that the proposed GC-WFT requires much less computation, and this advantage becomes more significant as the number of channels increases.

**Fig. 7:** Comparing computational complexity of GC-WFT with that of one iteration of Dinkelbach’s algorithm.

**Fig. 8:** Maximum energy efficiency by GC-WFT vs. Dinkelbach’s algorithm (1)
The proposed algorithm is iterative and utilizes the line search (eg.

algorithm is iterative and utilizes the line search (eg., PD-IPM), which leads to slow performance improvement. Furthermore, the proposed algorithms can be implemented through parallel computations. Therefore, GC-WFT can be applied to solve super-large-scale problems with high efficiency and exactness, such as the massive Multiple Input Multiple Output (MIMO) systems.

The performances of GC-WFT and Dinkelbach algorithms are also compared under different system parameters, as shown in Fig. 9. \( \{a_k\} \) are increased by 10% to reflect different channel condition, the individual power bounds and sum power bound are lifted by 25% to denote different power budgets. Fig. 9 also shows similar results, validating the effectiveness of the proposed GC-WFT algorithm. As a side note, the EE does not increase linearly with the channel gain or power bounds, due to the form of the objective function in (12).

Fig. 10 shows the energy efficiency achieved by the proposed GC-WFT algorithms and the energy efficiency by water-filling to allocate all the available power when the number of channels, \( K \), changes from 100 to 200. The proposed algorithm is shown to increase the energy efficiency by 83-116%, compared with the EE by solving the maximum throughput. The gain is more significant as the number of channels increases. At the same time, \( \{g(\Delta s_{\text{max}})\} \) cannot be guaranteed to be non-positive. Thus, it is not always recommended to allocate out all the available power, for maximizing energy efficiency.

The important insight of Fig. 10 is that EE-optimal and throughput-optimal solutions may not be consistent. In fact, there exists a trade-off relationship between EE and throughput in practical systems. To demonstrate this trade-off relationship, we compare the throughput performance between the GC-WFT and conventional throughput-optimal water-filling power allocation algorithms, as shown in Fig. 11. The line marked with circles shows the throughput achieved by the GC-WFT algorithm, labeled as “Achieved throughput of MAXIMUM EE”. The other line represents the maximum throughput in problem (1), labeled as “Maximum Throughput”. Specifically, the cost to achieve EE-optimal is to sacrifice the system throughput by around 35-40%. For the implementation, the EE can be maximized while meeting the system throughput requirement, by adjusting the throughput threshold \( B \) in problem (EE-SIT) (31).

VI. Conclusion

We proposed an efficient power allocation algorithm to solve the generally weighted energy efficiency maximization problems with both the individual peak and whole power constraints, based on a geometric ceiled water tank illustration. Furthermore, the algorithm has also been extended to solve the problem with the additional minimum throughput requirement. The proposed algorithms guarantee optimality and the efficiency simultaneously. Numerical examples have been provided to demonstrate that the proposed algorithm can reduce the computational complexity...
by more than two orders, or improve the energy efficiency by about 50% with the same amount of computations compared with the conventional Dinkelbach’s method. Moreover, the proposed algorithms are with a parallel computation structure, and thus provide effective power allocation solutions to achieve the optimal energy-efficient large-scale system power allocation policies.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

For the i and the N involved in forming the problem (24), \(g(\Delta s)\) is given in this system, where the parameter sets, \(\{E, E^c\}\), of \(g(\Delta s)\) depend on the i and the N. The derivative \(g'(\Delta s)\) of \(g(\Delta s)\) at \(\Delta s = 0\) is

\[
g'(0) = \frac{\sum_{k \in E} w_k \log \frac{h_k}{d_k} + \sum_{k \in E^c} w_k \log \frac{d_k}{h_k}}{\sum_{k \in E} w_k} \tag{39}
\]

and then \(g'(0) \geq 0\). At the same time, the derivative \(g''(\Delta s)\) of \(g(\Delta s)\) at \(\Delta s = 0\) is

\[
g''(\Delta s) = \frac{1}{\Delta s + h_i \sum_{k \in E} w_k} > 0 \text{ for } \Delta s \in (0, \Delta s_{\text{max}}).
\]

Thus, \(g'(\Delta s) > 0\) for \(\Delta s \in (0, \Delta s_{\text{max}})\), and it is strictly monotonically increasing in this domain of \(\Delta s\). It is easy to see that case two and case three, as trivial cases, only need much less computation for evaluating \(g(0)\) and \(g(\Delta s_{\text{max}})\) and have the corresponding conclusions in Proposition 1. Since \(g(\Delta s)\) is strictly monotonically increasing, there is no case of \(g(0) > 0\) and \(g(\Delta s_{\text{max}}) < 0\). Therefore, we only focus case one: \(g(0) < 0\) and \(g(\Delta s_{\text{max}}) > 0\) to solve the system of \(g(\Delta s) = 0\) and \(\Delta s \in (0, \Delta s_{\text{max}})\) or problem (24). Also it is true that uniqueness of the solution is guaranteed if this condition above holds.

The remaining part refers to the second paragraph in [17, Appendix B], which includes its (52).

**Proposition 1 is hence proved.**

**APPENDIX B**

**PROOF OF PROPOSITION 2**

Since the objective function in (12) is continuous over the feasible set that is compact, it is seen that there exists an optimal solution to (12). Let \(\{s_k^*\}_{k=1}^K\) denote an optimal solution to (12) under the meaning of global optimality.

The optimal solution of \(\{s_k^*\}_{k=1}^K\) implies that it is also the solution to the following problem:

\[
\max\{s_k^*\}_{k=1}^K \quad \frac{1}{2} \sum_{k=1}^K w_k \log_2 (1 + a_k s_k^*)
\]

subject to:

\[
0 \leq s_k \leq P_k, \quad \forall k;
\]

\[
\sum_{k=1}^K s_k = \sum_{k=1}^K s_k^*.
\]

(41)

Successively, (41) and GWFPF (refer to its statement mentioned above) or the details in [27]) result in the facts that there exist \(n \in Z^+\) with \(1 \leq n \leq K\) and then \([h_i, h_{i+1}]\) such that \(\frac{w_k}{w_n} + \frac{1}{a_k w_n} \in [h_i, h_{i+1}], \forall k \in E\). Here, as a reminder, \(E\) depends on \(n\) and \(h_i\). At the same time, \(\frac{w_k}{w_n} + \frac{1}{a_k w_n}\) is constant, \(\forall k \in E\). On the other hand, \(s_k^* = \left[\left(h_i - d_k\right) + \frac{w_k}{a_k w_n}\right]w_k, \forall k \in E;\) and \(s_k^* = P_k, \forall k \in E^c\). Also, \(s_k^* = 0, \forall k \in \{1, \ldots, K\} \setminus (E \cup E^c).\) These facts may utilize the partitions of \(\{d_n\}\) and \(\{h_i\}\) mentioned in the definition of \(g(\Delta s)\), with referring to those usages by item 2.1) or item 2.2) of GC-WF.

Then, it is seen that the optimal value \(\frac{1}{2} \sum_{k=1}^K w_k \log_2 (1 + a_k s_k^*)\) of (12) is not less than the optimal value of the problem:

\[
\max\{s_k\}_{k=1}^K \frac{1}{2} \sum_{k=1}^K w_k \log_2 (1 + a_k s_k)
\]

subject to:

\[
0 \leq s_k \leq P_k, \quad \forall k;
\]

\[
\sum_{k=1}^K s_k = V_{n,i},
\]

for any given \(V_{n,i}\) where \(V_{n,i} \in \{\sum_{k \in E} P_k + \sum_{k \in E^c} (h_i - d_k)w_k, \sum_{k \in E} P_k + \sum_{k \in E^c} w_k (h_{i+1} - d_k)\}\). An optimal solution to (42) is denoted by \(\{s_k\}\). Thus, there exists \(\Delta s\) with

\[
0 \leq \Delta s \leq \Delta s_{\text{max}}\]

such that \(s_k = \left[(h_i - d_k) + \frac{w_k}{a_k w_n}\right]w_k, \forall k \in E;\) \(s_k = P_k, \) for \(k \in E^c;\) and \(s_k = 0, \forall k \in \{1, \ldots, K\} \setminus (E \cup E^c)\) if available. These cases stem from \(\{s_k\}\) also being the solution, through the water-filling of GWFPF, to problem (42) with its water level in \([h_i, h_{i+1}].\) Due to the mentioned relationship between the two optimal values of (12) and (42), we have:

\[
\sum_{k=1}^K w_k \log_2 (1 + a_k s_k) \geq \frac{1}{2} \sum_{k=1}^K w_k \log_2 (1 + a_k s_k)
\]

\[
\sum_{k=1}^K s_k.
\]

(43)

\[
\{s_k\}_{k=1}^K \text{ and } \{a_k\}_{k=1}^K \text{ having the aforementioned water-filling forms, implies the following the maximization problem:}
\]

\[
\max_{\Delta s} \frac{1}{2} \sum_{k \in E} w_k \log_2 (1 + a_k s_k)
\]

subject to:

\[
\mu = h_i - d_k + \frac{w_k}{a_k w_n}, \forall k \in E;\]

\[
0 \leq \Delta s \leq \Delta s_{\text{max}}.
\]

(44)

and interestingly, such an obtained optimization problem only has a single optimization variable. It is seen that the optimal solution to (44) is \(s_k^* = \frac{w_k}{a_k w_n} \sum_{k \in E} w_k, \) denoted by \(\Delta s^*\). Further, let us denote the objective function of (44) by \(f(\Delta s)\). The derivative of \(f(\Delta s)\), \(f'(\Delta s)\), is expressed into:

\[
f'(\Delta s) = \frac{1}{\mu \sum_{k \in E} (\mu - d_k) w_k + \sum_{k \in E^c} P_k} \times
\]

\[
\{\sum_{k \in E} w_k \log_2 \left(\frac{\mu}{a_k} + \sum_{k \in E^c} w_k \log_2 \left(\frac{\mu}{a_k}\right)\right)\}
\]

where \(0 \leq \Delta s \leq \Delta s_{\text{max}}\). As a reminder, it is seen that \(\mu = d_k + \frac{P_k}{w_k}, \forall k \in E^c\). Since the denominator part keeps the positive sign, the zero and the positive or negative signs of \(f'(\Delta s)\) only depend on the even denominator part of

\[
\{\sum_{k \in E} w_k \log_2 (\mu + a_k s_k) - \mu \sum_{k \in E} w_k \log_2 (\mu + a_k s_k)\}
\]

(46)

Thus, for convenience and simplification, the numerator part times “-1” is denoted by \(g(\Delta s)\) which is the same as that defined in Proposition 1, based on the reference being selected by minimizing \(f(\Delta s)\). Of course, one may also choose the symmetric maximization of \(f(\Delta s)\). As mentioned before, \(g'(0) \geq 0, g'(\Delta s) \uparrow, \forall \Delta s \in [0, \Delta s_{\text{max}}]\), and then \(g'(\Delta s) > 0, \) within valid range of \(\Delta s.\) Therefore,
• if \( g(0) > 0 \), \( \Delta s^* = 0 \) and then \( s_k^* = (h_i - d_k)w_k = \delta_k \), for \( k \in E; \) \( s_k^* = \bar{P}_k = \bar{s}_k \), for \( k \in E^c \); while \( s_k^* = 0 = \bar{s}_k \), for other \( k \) s if available; and
• if \( g(\Delta s_{\text{max}}) < 0 \), \( \Delta s^* = \Delta s_{\text{max}} \) and then \( s_k^* = (h_{i+1} - d_k)w_k = \delta_k \), for \( k \in E; \) \( s_k^* = \bar{P}_k = \bar{s}_k \), for \( k \in E^c \); while \( s_k^* = 0 = \bar{s}_k \), for other \( k \) s if available; and
• if \( g(0) \cdot g(\Delta s_{\text{max}}) < 0 \), \( \Delta s^* = A(0, s, (d_k); (h_i, h_{i+1})) \) and

\[
s_k^* = \left( \sum_{k \in E} \bar{P}_k \right) + h_i - d_k)w_k = \delta_k, \quad \text{for} \quad k \in E;
\]

\[
s_k^* = \bar{P}_k = \bar{s}_k, \quad \text{for} \quad k \in E^c; \quad \text{while} \quad s_k^* = 0 = \bar{s}_k, \quad \text{for} \quad \text{other} \quad k \text{ if available;}
\]

As a result, the machine expression of \( \{s_k^*\} \) is indeed identical to the output of GC-WF. From the aforementioned computational analysis, the practical exact solution is computed by a finite amount of computation.

Proposition 2 is hence proved.
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